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M any people are celebrating the ongoing upgrades of the NEXRAD 
radar network to dual polarization capabilities. Across the nation 
the loudest cheering we’ve heard has been from severe weather 

forecasters as they’ve gained the ability to distinguish hail from rain-
drops when they look at their radar readouts. But how many of us 
noticed the faint but unmistakable popping of champagne corks in the 
ecology community?

Radar is useful for tracking creatures taking wing in search of food—
or to avoid predators. Apparently, dual polarization in particular is 
useful for distinguishing, say, bats from insects; hence the revelry about 
radar upgrades. Actually, weather radar has long helped ecologists, 
even without dual polarization. In this issue, Chilson et al. (page 669) 
describe how, with little fanfare in the meteorological community, radar 
experts have been working with ecologists to develop algorithms to 
separate out the signatures of various species. They’re even using teth-
ered bats in labs to make it possible to use radar to identify the size and 
quantities of different flying species. 

This is clearly a case of the enhanced capabilities available to 
meteorologists when working closely with their clientele. If you don’t 
know biologists and ecologists, don’t know what they’re thinking, or 
what they’re asking, then you’ll probably never realize what you can 
do for (or with) them. I’m reminded of the adage, “Experts know all 
the answers—if you ask them the right questions.” Even highly edu-
cated scientists from other fields need help knowing what questions 
to ask of meteorology.

This is why it is encouraging to read (page 697) that John Lanicci is 
teaching Embry-Riddle undergraduates to analyze the decision-making 
processes of their clients as part of an introductory course in weather 
forecasting. The lesson from Chilson’s article is even more true for 
forecasters than researchers. Understanding the person who will use 
the forecast informs the forecast, just as understanding the forecaster 
will improve use of the forecast. Lanicci shows it is never too early to 
think of forecasting this way: in terms of a full business-process model.

Lanicci teaches students to categorize a forecast user’s intentions. 
It’s another example of asking the right questions of the experts. 
People readily use forecasts to mitigate risks and protect resources 
from weather and climatic threats, but too often they fail to use 
forecasts to exploit the opportunities weather presents. Reacting to 
well-known, immediate questions of danger and safety crowds out 
opportunities for new avenues of collaboration with meteorologists. 
Exploiting weather is not going to happen without clear understanding 
between forecasters and forecast users.

It’s this clear understanding that enables Chilson et al. to call 
existing NEXRAD data at the National Climatic Data Center “one of 
the largest biological data archives in the world.” What a delight it is, 
for instance, to find out that radar studies of aerial behavior can give 
ecologists important information about ecosystems not just in the 
air but, surprisingly, on the ground as well. The information we seek 
is not always where we expect it, but scientists will find it if they’re 
asked (or asking) the right questions.

—Jeff Rosenfeld, Editor-in-ChiEf

LETTER FROM THE EDITOR:  
ASKING THE RIGHT QUESTIONS

SKILL OF REAL-TIME 
SEASONAL ENSO MODEL 
PREDICTIONS DURING 
2002–11: IS OUR CAPABILITY 
INCREASING?
Real-time model predictions of 
ENSO conditions during the 2002–
11 period are evaluated and com-
pared to skill levels documented in 
studies of the 1990s. ENSO condi-
tions are represented by the Niño-
3.4 SST index in the east-central 
tropical Pacific. The skills of 20 
prediction models (12 dynamical, 
8 statistical) are examined.

Results indicate skills some-
what lower than those found for 
the less advanced models of the 
1980s and 1990s. Using hindcasts 
spanning 1981–2011, this finding 
is explained by the relatively greater 
predictive challenge posed by the 
2002–11 period and suggests that 
decadal variations in the character 
of ENSO variability are a greater 
skill-determining factor than the 
steady but gradual trend toward 
improved ENSO prediction science 
and models. After adjusting for the 
varying difficulty level, the skills 
of 2002–11 are slightly higher than 
those of earlier decades.

Unlike earlier results, the av-
erage skill of dynamical models 
slightly, but statistically signifi-
cantly, exceeds that of statistical 
models for start times just before 
the middle of the year when pre-
diction has proven most difficult. 
The greater skill of dynamical 
models is largely attributable to 
the subset of dynamical models 
with the most advanced, high-
resolution, fully coupled ocean–
atmosphere prediction systems us-
ing sophisticated data assimilation 
systems and large ensembles. This 
finding suggests that additional 
advances in skill remain likely, 
with the expected implementa-
tion of better physics, numeric 

ABSTRACTS
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and assimilation schemes, finer 
resolution, and larger ensemble 
sizes. (Page 631)

SINGLE AIRCRAFT 
INTEGRATION OF REMOTE 
SENSING AND IN SITU 
SAMPLING FOR THE STUDY 
OF CLOUD MICROPHYSICS 
AND DYNAMICS
Clouds are a critical component 
of the Earth’s coupled water and 
energy cycles. Poor understanding 
of cloud–radiation–dynamics feed-
backs results in large uncertainties 
in forecasting human-induced 
climate changes. Better under-
standing of cloud microphysical 
and dynamical processes is critical 
to improving cloud parameteriza-
tions in climate models as well as 
in cloud-resolving models. Air-
borne in situ and remote sensing 
can make critical contributions 
to progress. Here, a new inte-
grated cloud observation capabil-
ity developed for the University of 
Wyoming King Air is described. 
The suite of instruments includes 
the Wyoming Cloud Lidar, a 183-
GHz microwave radiometer, the 
Wyoming Cloud Radar, and in 
situ probes. Combined use of 
these remote sensor measurements 
yields more complete descriptions 
of the vertical structure of cloud 
microphysical properties and of 
cloud-scale dynamics than that 
attainable through ground-based 
remote sensing or in situ sampling 
alone. Together with detailed in 
situ data on aerosols, hydromete-

ors, water vapor, thermodynamic, 
and air motion parameters, an 
advanced observational capability 
was created to study cloud-scale 
processes from a single aircraft. 
The Wyoming Airborne Integrated 
Cloud Observation (WAICO) 
experiment was conducted to dem-
onstrate these new capabilities and 
examples are presented to illustrate 
the results obtained. (Page 653) 

PARTLY CLOUDY WITH A 
CHANCE OF MIGRATION: 
WEATHER, RADARS, AND 
AEROECOLOGY
Aeroecology is an emerging sci-
entific discipline that integrates 
atmospheric science, Earth science, 
geography, ecology, computer sci-
ence, computational biology, and 
engineering to further the under-
standing of biological patterns and 
processes. The unifying concept 
underlying this new transdisci-
plinary field of study is a focus on 
the planetary boundary layer and 
lower free atmosphere (i.e., the 
aerosphere), and the diversity of 
airborne organisms that inhabit 
and depend on the aerosphere for 
their existence. Here, we focus 
on the role of radars and radar 
networks in aeroecological stud-
ies. Radar systems scanning the 
atmosphere are primarily used to 
monitor weather conditions and 
track the location and movements 
of aircraft. However, radar echoes 
regularly contain signals from oth-
er sources, such as airborne birds, 
bats, and arthropods. We briefly 

ABSTRACTS

discuss how radar observations can 
be and have been used to study a 
variety of airborne organisms and 
examine some of the many poten-
tial benefits likely to arise from 
radar aeroecology for meteorologi-
cal and biological research over a 
wide range of spatial and temporal 
scales. Radar systems are becoming 
increasingly sophisticated with the 
advent of innovative signal process-
ing and dual-polarimetric capa-
bilities. These capabilities should be 
better harnessed to promote both 
meteorological and aeroecological 
research and to explore the inter-
face between these two broad disci-
plines. We strongly encourage close 
collaboration among meteorolo-
gists, radar scientists, biologists, 
and others toward developing radar 
products that will contribute to a 
better understanding of airborne 
fauna. (Page 669)

METEOROLOGICAL 
EDUCATION AND TRAINING 
USING A-TRAIN PROFILERS
NASA A-Train vertical profilers 
provide detailed observations of 
atmospheric features not seen in 
traditional imagery from other 
weather satellite data. CloudSat
and Cloud–Aerosol Lidar and 
Infrared Pathfinder Satellite Obser-
vations (CALIPSO) profiles vividly 
depict the vertical dimension of 
otherwise two-dimensional fea-
tures shown in mapped products. 
However, most forecasters have 
never seen these profiles and do 
not appreciate their capacity to 
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writing via e-mail, please send your messages 
to letterstotheeditor@ametsoc.org, or write to 
Letters to the Editor/BAMS, American Meteo-
rological Society, 45 Beacon St., Boston, MA 
02108. Your submissions will be considered for 
the “Letters to the Editor” column of BAMS.

SEND US YOUR THOUGHTS
We encourage readers to write to us with com-
ments on what they read (or would like to read) 
in BAMS, as well as comments on AMS events 
and initiatives, or simply thoughts about what’s 
happening in the world of atmospheric, oceano-
graphic, hydrologic, and related sciences. When 
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convey fundamental information 
about cloud and precipitation 
systems. Here, these profiles are 
accompanied by weather satel-
lite images and explained in the 
context of various meteorologi-
cal regimes. Profile examples are 
shown over frontal systems, ma-
rine stratocumulus, orographic 
barriers, tropical cyclones, and a 
severe thunderstorm. (Page 687)

USING A BUSINESS PROCESS 
MODEL AS A CENTRAL 
ORGANIZING CONSTRUCT 
FOR AN UNDERGRADUATE 
WEATHER FORECASTING 
COURSE
For the last five years, the author 
has employed a business process 
model as a central organizing con-
struct for the senior-level Forecast-

ing Techniques course at Embry-
Riddle Aeronautical University’s 
Daytona Beach, Florida, campus. 
The process model allows weather 
analysis and forecasting to be ex-
amined as both a scientific process 
and a business operation, with em-
phasis on employing a user-focused 
approach. The use of the model 
arose from the need for an organiz-
ing context for the students, mostly 
seniors applying their knowledge 
from previous coursework, most 
of whom are learning to make their 
first weather forecasts. The process 
model used in the present version 
of the course evolved from one 
originally developed by the U.S. Air 
Force to describe weather informa-
tion’s value-added contributions 
to daily operations. The model 
consists of two major interrelated 

ABSTRACTS

components: the weather informa-
tion processing cycle (WIPC) and 
the provider–user relationship 
(PUR). The WIPC describes the 
analysis/forecast process from the 
scientific point of view, whereas 
the PUR examines the relationship 
between the provider and user of 
meteorological information. The 
WIPC uses familiar concepts such 
as data collection, analysis, and 
prediction, whereas the PUR in-
troduces the students to complex 
(and seldom taught) topics such 
as user requirements and mission 
analyses. The process model also 
provides a framework for the final 
project, a case-study analysis that 
emphasizes not only the weather 
associated with the event but also 
its resulting impact on the affected 
population. (Page 697)

Deadly Season:  
Analysis of the 2011 Tornado Outbreaks  
Kevin M. SiMMOnS AnD DAniel SuTTer

In 2011, despite continued developments in forecasting, tracking, and 
warning technology, the United States was hit by the deadliest 
tornado season in decades. More than 1,200 tornadoes touched 
down, shattering communities and their safety nets and killing  
more than 500 people—a death toll unmatched since 1953. Drawing 
on the unique analysis described in their first book, Economic  
and Societal Impacts of Tornadoes, economists Kevin M. Simmons 
and Daniel Sutter examine the factors that contributed to the 
outcomes of the 2011 tornado season. 

Featuring:

      

• Patterns and anomalies that test 
previous assertions about the 
effectiveness of Doppler radar 
and storm warning systems 

• Assessment of early  
recovery efforts in the  
hardest hit communities

• Images of impacts on 
infrastructure, commercial  
and residential properties,  
and nature

• A foreword by Greg Forbes, 
severe weather expert at  
The Weather Channel© 2012 , PAPerbAcK,  

iSbn 978-1-878220-25-7,  
AMS cODe: DSeA,     
liST $25    MeMber $20
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news and notes

Criegee biradicals react more rap-
idly than previously believed and 
quicken the formation of sulfate 
and nitrate in the atmosphere.

“Criegee radicals have been 
impossible to measure until this 
work,” says study coauthor Carl 
Percival of the University of Man-
chester. “We have been able to 
quantify how fast Criegee radicals 
react for the first time. The main 
source of these Criegee biradi-
cals does not depend on sunlight 
and so these processes take place 
throughout the day and night.”

Could Newly disCovered 
PartiCle slow warmiNg?
An atmospheric molecule that was 
recently observed for the first time 
could be a key player in stif ling 
current rising temperatures on 
Earth. Criegee biradicals (also 
known as Criegee intermediates) 
are invisible, short-lived, and high-
ly reactive molecules that oxidize 
pollutants—such as nitrogen di-
oxide and sulfur dioxide—created 
during combustion reactions. By 
breaking down these pollutants 
into sulfates and nitrates, Criegee 
biradicals facilitate the creation 
of aerosols; because aerosols play 
a key role in cooling Earth by 
ref lecting incoming solar radia-
tion, the research suggests that the 
biradicals, which occur naturally 
but could also be produced in a 
laboratory, might ultimately be 
used to fight global warming. 

Criegee biradicals were origi-
nally posited by German chemist 
Rudolf Criegee in the 1950s, but 
they had never actually been de-
tected until now. Using specially 
designed equipment—including a 
mass spectrometer that can weigh 
each individual molecule that is 
produced—and the intense light 
source from a third-generation 
synchrotron facility, research-
ers from the University of Man-
chester, the University of Bristol, 
and Sandia National Laboratories 
observed chemical reactions and 
were able to detect the formation 
and removal of various isomers 
(molecules that contain the same 

atoms bonded in different ways). 
They discovered that a reaction be-
tween oxygen and the iodomethyl 
radical CH2I led to the formation 
of formaldehyde oxide (CH2OO), 
a gas-phase Criegee intermediate 
that had previously been deter-
mined to form through a different 
chemical reaction. Upon observing 
its alternate formation, they were 
able to measure the newly detected 
chemical intermediate’s reaction 
with water, sulfur dioxide, nitric 
oxide, and nitrogen dioxide, and 
their observations showed that 

P rior to the 2008 Summer Olympics, China had the Hercule-
an task of cutting Beijing’s air pollution in preparation for the 

games. They succeeded, reducing pollution up to 50 percent by 
limiting driving, stopping pollution-producing manufacturing 
and power plants, and even moving heavy polluting industries. 
New research from the Department of Energy’s Pacific North-
west National Laboratory indicates that while this did help cut 
emissions, the weather may have played just as large a role in 
the cleanup of the air over the city. According to atmospheric 
chemist Xiaohong Liu, rain and wind were likely responsible 
for about half the cleanup. “The weather was very important 
in reducing pollution. You can see the rain washing pollution 
out of the sky and wind transporting it away from the area,” 
he says. To find out if the pollution controls were successful, 
the researchers modeled pollution and weather conditions 
before, during, and after the Olympic Games. They found that 
emission sources dropped up to a half in the week just before 
and during the Olympics, noting that while some pollution was 
washed out by rain, most of it got blown away by wind. More 
importantly, they found that the wind direction was critical 
to clearing the sky, with the north wind from the mountains 
during the Games keeping pollution from urban areas 50 miles 
to the south at bay. The researchers stress that this portion of 
their results indicates that emission controls need to expand 
beyond the local area in order to be most effective. (Source: 
DOE/Pacific Northwest National Laboratory)

mother nature wins olympic gold
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categories: environmental health, 
agriculture, biodiversity and habi-
tat, climate change and energy, 
fisheries, forests, water (ecosystem 
effects), air (ecosystem effects), 
water (human health effects), and 
air (human health effects). Each 
country is given a weighted score 
from 1 to 100 and is then ranked.

India’s score of 3.73 in the air 
(human health effects) category 
was significantly lower than the 
second-to-last country on the 
list, Bangladesh. The next lowest 
were Nepal, Pakistan, and China, 
respectively. At the opposite end of 
the list, 45 countries (including the 
United States) received a perfect 
score of 100 in this category.

The index is compiled by the 
Yale Center for Environmental 
Law and Policy and Columbia 
University’s Center for Interna-

tional Earth Science Information 
Network (CIESIN). The 2012 ver-
sion is the seventh iteration of the 
rankings, and its methodology was 
enhanced from previous versions 
by focusing on a smaller set of core 
indicators that meet higher stan-
dards, including direct measure-
ment through satellite observation 
(rather than modeled data) and 
consistent time series.

The 2012 EPI ranked Switzerland 
number 1 with the highest over-
all EPI score, followed by Latvia, 
Norway, Luxembourg, and Costa 
Rica. The lowest score went to Iraq, 
followed by Turkmenistan, Uzbeki-
stan, Kazakhstan, and South Africa. 
The United States was ranked 49th 
and India was 125th, overall.

For complete rankings and 
more information on the EPI, go 
to www.epi.yale.edu.

The researchers noted that fu-
ture studies will take advantage of 
the ability to manufacture Criegee 
biradicals and could eventually 
have significant implications for 
mitigating current warming of the 
Earth. The research was recently 
published in Science. (Source: 
University of Manchester]

survey: iNdia’s air is
world’s uNhealthiest

According to the biannual En-
vironmental Performance Index 
(EPI), India’s air is the most harm-
ful to human health in the world. 
Atmospheric levels of fine particu-
late matter, or PM 2.5, in the rapidly 
industrializing nation of 1.2 billion 
people are almost 5 times higher 
than the unsafe limit for humans.

This year’s EPI ranks 132 na-
tions overall, as well as in each of 10 
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Cold Plasma abuNdaNt iN

uPPer atmosPhere

Low-energ y (cold) ions have 
long been elusive to atmospheric 
researchers, especially at high 
altitudes. Forming in Earth’s 
ionosphere, they traditionally have 
been very difficult to detect amid a 
steady stream of high-energy ions 
from the solar wind, thus stifling 
observation of the cold ions and 
inhibiting our understanding of 
their influence on space weather. 
But a new study in Geophysical 
Research Letters has brought the 
cold ions to light and revealed 
they are much more plentiful in 
Earth’s magnetosphere than was 
previously believed.

Utilizing one of the four space-
craft of the CLUSTER II mission, re-
searchers taking measurements with 
the onboard electric field detector 

at altitudes of 20,000–100,000 km 
noticed strong electric fields in un-

anticipated locations, as well as other 
oddities in the measurements.

It’s a win-win situation, because the sulfate can be taken 
out of the fuel to improve air quality around airports and, at 
the same time, it’s not going to have a detrimental impact on 
global warming.”

—NadiNe uNger of Yale University, on a recent study in Geophysical 
Research Letters that shows the removal of sulfur from airplane fuel 

has a cooling effect on the atmosphere. Sulfur emissions, which can be 
harmful to the lungs and cardiovascular system, are abundant in the air 
around airports, but efforts to reduce their levels in aviation fuel have 

been countered by the belief that such a reduction would cause an 
increase in atmospheric temperature because sulfate particles reflect 
solar radiation back into space. The new research used a global-scale 
model to study the effect of reducing sulfur amounts in jet fuel from 

600 to 15 milligrams per kilogram of fuel, which is the level targeted by 
the U.S. Department of Transportation. The study found that nitrates, 

which are created from nitrogen oxides in jet exhaust, interact with the 
sulfur and become more plentiful when the sulfate levels decrease; since 
nitrates also deflect solar radiation, the net result of a reduction of sul-
fur levels is a slight cooling of the atmosphere. (sourCe: Yale University)

echoes

“

http://www.campbellsci.com/network
http://www.campbellsci.com/network
http://www.campbellsci.com/
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Determining the amounts of 
cold plasma in the atmosphere 
could help scientists better un-
derstand the atmospheric char-
acteristics of other planets and 
moons. It may also be valuable in 
space weather forecasting. While 
high-energy hot plasma is directly 
responsible for generating space 
weather, including solar storms, 
the cold-energy ions are believed 
to inf luence space weather in 
some way, and improved data on 
their atmospheric distribution 
could help make forecasting such 
weather more accurate. (Source: 
American Geophysical Union)

“To a scientist, it looked pretty 
ugly,” explains study coauthor 
Mats André of the Swedish Insti-
tute of Space Physics. “We tried to 
figure out what was wrong with 
the instrument. Then we realized 
there’s nothing wrong with the 
instrument.”

In fact, André and coauthor 
C. M. Cully found that a plasma 
of cold ions was changing the 
structure of the electrical fields the 
spacecraft was measuring. And that 
led to the discovery of far more cold 
ions than expected, considering the 
large amounts of hot plasma (high-
energy ions) that are brought into 

the upper atmosphere by the solar 
wind. The scientists discovered 
that 50%–70% of the time, the cold 
plasma makes up most of the mass 
in huge regions of space. In some 
locations, these ions are predomi-
nant almost all of the time. André 
and Cully calculated that about 
one kilogram of cold plasma leaves 
Earth’s atmosphere every second.

“The more you look for low-
energy ions, the more you find,” 
says André, who is a professor of 
space physics and leader of the 
research team. “We didn’t know 
how much was out there. It’s more 
than even I thought.”

During winter 2010–11 and for the first time ever, 
an ozone hole opened over the Arctic region, and 
it was comparable in its extent to the Antarctica-
sized hole that appears annually over the South 
Pole. To determine the cause of this new ozone hole, 
scientists from the Karlsruhe Institute of Technol-
ogy in Germany studied satellite measurements 
of the chemical composition of the atmosphere 
above the Arctic and compared them to chemical 
transport model calculations. They found that the 
extreme cold temperatures of 
2010–11 exacerbated the effects 
of chlorof luorocarbons over the 
Arctic and induced the growth 
of the hole through the large-
scale decimation of ozone in the 
lower stratosphere. Over the past 
30 years, winter temperatures in 
this layer of the atmosphere over 
the Arctic have gotten about 1°C 
cooler on average per decade. The 
new research, published recently 
in Geophysical Research Letters, 
suggests that a continuation of 
this trend could lead to a regular 
wintertime breakdown of the 
ozone layer over the region. “We 
found that [a] further decrease in 
temperature by just 1°C would be 

sufficient to cause a nearly complete destruction of 
the Arctic ozone layer in certain areas,” notes Björn-
Martin Sinnhuber, lead author of the study. The 
figure below, from March 2011, illustrates the cause 
and effect: To the right (in red) is a clear increase in 
the concentration of chlorine monoxide, which is 
directly involved in destroying ozone. To the left, in 
dark blue, is a significant reduction in ozone values 
centered on the North Pole. (Source: Helmholtz 
Association of German Research Centres)

Cold temPeratures sPurred arCtiC ozoNe hole
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TH E  E W I E M  N I M D I E 
S U M M E R  S C H O O L 
CONCEPT. The Ew iem 

Nimdie summer school is a biennial 
or triennial event that to date has been 
hosted in Ghana and focuses on the 
atmospheric sciences; “Ewiem Nim-
die” means “atmospheric science” in 
the local Ashanti language. The first 
school was conducted in the summer of 
2008, hosted by the Kwame Nkrumah 
University of Science and Technology 
(KNUST) located in Kumasi, with the 
second school taking place at the same 
institution two years later, in July 2010. 
The schools were designed to help 
launch the undergraduate meteorology 
program of KNUST and benefited from 

the significant increase in research activity regarding 
West African weather and climate that has arisen 
from the African Monsoon Multidisciplinary Analy-
sis (AMMA) program. Both schools lasted two weeks 
and included a broad program of lectures, hands-on 
classes in regional forecasting and climate applica-
tions modeling, and a variety of field measurement 
activities with associated student projects that were 
presented at the culmination of each school.

From its inception, the summer school program 
was designed around the concept of integrating 
undergraduate and new Ph.D. students from all over 
the globe with research interests in African meteo-
rology and climate. Figure 1 documents the country 
of study/origin of the students who participated in 
each school. The attendance of African students 
from across the continent was funded under the 
budget of each school, with about half originating 

The ewiem NimDie SUmmer School  
SerieS iN GhaNa
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Fig. 1. Distribution of students by country of study/
origin in the 2008 and 2010 summer schools.

knowledge across borders
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from within Ghana. European students were mostly 
from France, Germany, and the United Kingdom, 
due to the involvement of lecturers from these coun-
tries in the school, in addition to a limited number of 
students from other European countries and North 
America. A table of the lecturers with their institu-
tions and the years they contributed to the summer 
schools is in the electronic supplement to this article 
(http://dx.doi.org/10.1175/BamS-D-11-00098.2). 
This broad engagement produced an environment 
in which African, European, and American students 
could not only have access to leading scientists in 
the field, but also could interact with their peers 
to form lasting working relationships. These links 
will serve well in the present highly competitive 
funding environment, in which an increasing pro-
portion of European Union and North American 
research support is directed toward multicontinent 
cooperative actions. The multinational integration 
of the students and the wide range of activities gave 
the schools a unique and exciting atmosphere that 
we wish to maintain and foster in future similar 
projects here and elsewhere. In this paper, we report 
on the salient features of the summer school and its 
future prospects.

SCHOOL ACTIvITIES. School activities were 
multifaceted in both years. The foundation consisted 
of a series of lectures suitable for final-year under-
graduate and beginning graduate (especially Ph.D.) 
students. The 2008 school concentrated initially 
on the fundamental components of West African 
meteorology and climate, with a broadening of the 
scope in the second week to include climate applica-
tions such as climate–health interactions. The 2010 
school expanded this syllabus to add hydrology and 
agricultural modeling to the applications component, 
and covered seasonal climate forecasting issues in 
addition to short-range weather time scales. In both 
events, groups of three students were provided with 
a hands-on opportunity to make daily weather fore-
casts for the region. To inspire competition and moti-
vation, points were awarded for forecast accuracy in a 
“weather game’’ over the duration of the schools.

There is a learning curve in exporting to Africa 
the teaching practices that work well in Europe and 
the United States. The experience of the first school 
demonstrated that slow (or nonexistent) Internet con-
nections and disruptions to the local electrical power 
supply were facts of life that significantly impeded 
the learning process. In the second school, these 

crop-modeling classes

S tudents were introduced to the practical aspects 
of impacts modeling through an introductory 

lecture accompanied by two computer classes using 
a dynamical crop model called “Glam.” The model’s 
relative simplicity makes it well suited to this kind of 
activity. First, a lecture outlined the processes simu-
lated by Glam, the input data requirements, model 
output, and the calibration procedure. During the 
computer classes, the students learned how to cali-
brate and run the model to simulate historic ground-
nut yields for a 1° x 1° latitude–longitude grid cell in 
Ghana (Fig. 2). a series of tasks—including changing 
the input data, method of calibration, and planting 
routine—helped the students gain a greater under-
standing of the modeling procedure. The students 
also acquired experience in using the linux operating 
system and in comparing the skill of the simulations 
using basic statistics such as root-mean-square error 
and correlation. Future impacts-modeling classes 
could further complement the lecture content by 
demonstrating the use of seasonal or longer-term 
climate forecasts.

Fig. 2. Observed (solid) and simulated (dashed) groundnut 
yield for a 1° latitude by 1° longitude grid cell centered on 
8.5°N,0.5°W in Ghana, produced by the students in the lab-
oratory class. The students investigated the effects of chang-
ing planting dates, altering rainfall onsets and break cycles, 
and increasing/decreasing daily mean temperature.

http://dx.doi.org/10.1175/BAMS-D-11-00098.2
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problems were overcome by the following actions: 
use of Linux as a more efficient operating system; 
ensuring generators were available to replace grid 
power; designing scripts to download weather model 
output files overnight; and reducing reliance on 
Internet accessibility. The support of local technical 
staff was vital in providing quick fixes to unexpected 
problems so as to maintain the smooth running of 
practical sessions.

Afternoon laboratory classes included lessons 
in agricultural modeling (see Sidebar 1) and time 
allocated for work on student projects related to the 
field work. The field work was a unique part of both 
schools, providing students with the opportunity 
to have hands-on experience with a wide range of 
instrumentation (see Sidebar 2).

SUCCESSES, CHALLENGES, AND FUTURE 
OF THE SUMMER SCHOOL. Successes. One of 
the major successes of each school was that for the 
majority of participants it was a unique event in their 
careers. For African students, it was their first taste 
of an international meeting with the opportunity to 
initiate professional acquaintances with peers from 
many countries that can be built into long-term col-
laborations. For the students from Europe and the 
United States, it was their introduction to the African 
environment and an initial opportunity to meet many 
African peers. The formal level of European engage-
ment was heightened in both schools for the third-
year undergraduate participants from the University 
of Leeds (environmental science and meteorology 
majors), who subsequently were awarded degree 
credit for an optional module titled “Meteorology and 
Climate of Africa: Summer School.” To receive this 
credit, the Leeds students were required to undertake 
preliminary (preschool) exercises and, after returning 
to their home campus, produce additional practical 
reports based on their in-school fieldwork. There is 
considerable potential for the growth of awarding for-
mal degree credit for participation in future schools, 
including by African universities.

The field measurement efforts were considered a 
great success of both schools. They were facilitated 
substantially by a combination of instrument con-
tributions from Europe and North America with the 
ease of access to and use of the permanent field sites 
operated by KNUST. These endeavors provided sur-
face and (to a lesser extent) upper-air data that were 
accessible for lectures and student projects at a high 
temporal resolution, for a region for which such data 

are very rare. Examples appear in Figs. 3 and 4. These 
highly informative measurements will continue to in-
spire both the lecturers and students and bring them 
together to investigate synoptic features of this under-
studied region. The first example of this inspiration, 
including use of Kumasi data, appears in a recently 
published paper on the summer stratus cloud over 
southern West Africa. This effort involved “north–
south” collaboration and coauthorship between the 
University of Leeds, Ghana Meteorological Agency 
(GMet), and the University of Cologne, among other 
institutions.

Both the African and non-African students ben-
efited from lecturing teams that possessed substantial 
and wide-ranging experience. Many of the lecturers 
had pioneered investigation of the globally unique 
aspects of West African weather systems, the result-
ing regional monsoon climate, and their relations 
with the larger climate system. All lecturers continue 
to be actively engaged in the scientific and societal 
challenges that result from this region experiencing 
the largest climate change on the planet during the 
last 60-plus years. The importance of this work is 
heightened by considerable uncertainty concerning 
the response of the West African monsoon system to 
ongoing global warming.

However, developing the opportunity to con-
duct the two summer schools held to date involved 
overcoming a number of challenges. Continuing the 
schools into the future will require similar persis-
tence. We turn now to those challenges.

Logistics. Organizing a school program of this nature 
is a significant task, since it requires the availability 
and use of multiple accommodation options, lecture 
theaters, several field sites, meal choices, and com-
puter laboratories. Fortunately, the KNUST campus 
was able to provide all of the necessary facilities and 
services for both schools. The significant distances 
between some of the venues required considerable 
transport coordination for more than 50 students 
and staff during a packed schedule, and therefore 
was a significant logistical challenge. Contingency 
plans for unforeseen circumstances—such as power 
and Internet outages and student health and safety—
increased the preparation requirements.

Running a summer school is a learning process 
and always can be improved. To this end, both schools 
conducted student surveys and held debriefing meet-
ings with the lecturers to assess which aspects had 
gone well and which elements could be improved 
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for future schools. In general, both schools were well 
received by the students, and logistical problems 
that arose in the first school, such as with accom-
modation standards and inadequate facilities in the 
computer laboratories, were addressed satisfactorily 
in the second school.

Lecture content. A major challenge was setting the ap-
propriate lecture content level for students with a wide 
range of backgrounds. The academic/scientific levels 
of the participants extended from the latter stages 
of undergraduate programs, to graduate students 
embarking on research careers, to (in a few cases) 
individuals with significant early-career research 
experience in closely related environmental sciences. 
Achieving the desired equilibrium learning level was 
pursued using several approaches. At one extreme 
and as described previously, some of the advanced 
undergraduates were assigned additional pre- and 
postschool activities for degree credit. At the other 
extreme, individual lecturers had one-on-one contact 
with early-career scientists from related disciplines to 
help bridge the disciplinary gaps. In between those 
extremes, graduate students also benefited from that 
type of engagement with lecturers concerning their 
developing thesis/dissertation topics.

The significant number (10–14) of lecturers present 
at each school led to challenges in coordinating the 
lecture program to achieve a smooth development of 
material without gaps or overlaps. This possibly result-
ed in some lecturers being underutilized. Also, since 
the second school extended the scope of the lecture 
material, it was found that some students were par-
tially lacking the basics. Therefore, short (10-minute) 
briefing-style talks were inserted into each daily fore-
cast laboratory class to introduce and develop a basic 
concept, such as potential temperature.

One suggested approach to addressing the above 
challenges is to extend the length of the program and 
make associated adjustments to its structure. The 
adjustments could include lecturers coming in shifts 
and possibly also separating the students into groups. 
The latter approach would require an additional pre-
school period for undergraduates that would cover 
basic lecture material. This would, of course, come 
at both financial and organizational expense and 
would require an even greater time commitment for 
the school organizers, both local and external. An 
alternative approach would be to take advantage of 
the significant lecturing team to divide students into 
more stratified and focused groups in parallel ses-

sions, if sufficient facilities were available. Another 
option would be to target the summer school only 
at beginning graduate-level students. As research 
programs in the climate sciences grow in the region, 
more local students will be available to make this vi-
able. This would be at the expense, naturally, of losing 
the potentially significant number of undergraduate 
students from Europe and North America that may 
take the school as an accredited course component, 
and whose involvement likely enriches the experience 
for the African students. All of these options remain 
under consideration for the next school, which likely 
will occur in 2013.

Local expertise and field equipment. A minority of the 
lecturers at the first two schools were from African 
universities and institutes. The school organizers feel 
there is a real need and potential to improve this ratio 
in the future, while retaining a mix of experts from 
across the globe to facilitate the exchange of ideas and 
methods. While the growth of local expertise in all 
the fields required will take time, there was a tendency 
to underutilize the existing African scientific exper-
tise—even from within Ghana—which possibly was 
due to a lack of confidence. One way to improve this 
situation would be to develop and draw on a database 
of regional experts according to their field.

As previously indicated, the field measurement 
efforts were considered a great success of both 
schools. While they relied to a certain degree on the 
support of European and North American institu-
tions to ship in instrumentation at considerable 
cost, the access to the KNUST permanent field sites 
will ensure that a core field program is possible in 
future schools at that institution, even without such 
a high level of external support. With the continuing 
commitment of GMet, an upper-air observing com-
ponent will be sustainable along with vital surface 
observations. Forming a regional rather than local 
steering committee for the school program could 
also strengthen the possibility of securing funding 
to enhance the instrumentation network.

Location of future schools. Kumasi was chosen for 
the first two summer schools due to the recent es-
tablishment of a regional meteorological program 
at KNUST and the availability there of all neces-
sary facilities. However, that location requires a 
minimum of four hours ground transport from the 
international airport at Accra, which increases the 
costs and logistics involved. This separation also 
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Field work

F ield work was a central part of each school, and 
provided many of the students with their first 

opportunity to make meteorological measurements. 
each school made significant use of the meteorologi-
cal ground stations on the Kwame Nkrumah Univer-
sity of Science and Technology (KNUST) campus, 
located in Kumasi, which included rain gauges, an-
emometer systems, and dry- and wet-bulb thermom-
eters in Stevenson screens. These routine KNUST 
measurements were supplemented in the two schools 
with mobile surface weather and energy flux stations 
from the University of leeds and the University of 
reading, respectively, and by a permanent donation 
of automatic, high-resolution rain gauges and a fully 
equipped automatic weather station from the Univer-
sity of cologne.

The generous support of both schools by Noaa 
and the Ghana meteorological agency (known as 
GmeT) meant upper-air observations were also 
possible, with students gaining experience in launch-
ing and tracking both pilot balloons (PiBals) and 
radiosondes. a sequence of radiosonde soundings 
made during an all-night observing session (Fig. 3) 
clearly shows the distinct southwesterly monsoon 
layer, the tropical easterly jet and tropopause, and 
various other features that are common to all of the 
soundings. Both schools included an overnight session 
of upper-air measurements, using candle illumination 
to permit balloon tracking, in an attempt to record 

the evolution of the nocturnal boundary layer. This 
exercise had only mixed success, both in terms of 
the clear skies needed for PiBal observations and 
the enthusiasm of the students for manning the 2 
a.m. “graveyard’’ shift!

The combination and variety of the available 
instruments meant that a wide range of phenomena 
could be studied by the students. For example, the 
portable weather mast provided by the University 
of reading was operated at the KNUST field site 
to provide five-minute averages of various weather 
parameters during the entire two-week period. it 
yielded some beautiful examples of the develop-
ment of nighttime surface winds associated with 
the overlying nocturnal jet (Fig. 4), which will be a 
valuable teaching resource in the future. Students 
conducted projects examining the temporal variabil-
ity of rainfall, the boundary layer diurnal cycle, and 
the surface energy budget, and related their findings 
to knowledge of west african meteorology and the 
monsoon boundary layer gained in the lectures and 
forecast classes.

Fig. 4. Surface wind recordings at the KNUST field site 
during 22 Jul 2010. The very light surface wind strength 
associated with daytime boundary layer mixing remark-
ably drops to zero shortly after sunset (around 1900 LT). 
Around 2100 LT, the wind picks up again as the nocturnal 
jet strengthens and mixes down toward the surface.

Fig. 3. Temperature (T), relative humidity (RH), and 
wind profiles as measured by four sequential radiosonde 
launches at the KNUST field site during the night of 
23 Jul 2010 (times are local, with each successive T 
and RH profile offset by 6 K and 10%, respectively, for 
clarity). The wind plotting is conventional, with a full 
barb for 5 m s−1. The T and RH plots reveal the time 
continuity of subtle stable layers and their associated 
RH changes over the 12-h period; the wind plots show 
that these wind shifts are associated with vertical shear. 
Saturated cloud layers (vertical parts of RH profiles be-
low 700 hPA) are evident in three profiles. Common to 
all of the wind profiles is the southwesterly monsoonal 
flow from the surface to about 900 hPA, the strong 
tropical easterly jet near 200 hPA that is above a west-
erly wind layer from 500–400 hPA, and subtle variations 
in the meridional flow in the middle troposphere.
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means that an individual’s time commitment to 
the program is lengthened by two additional days, 
due to the transfer between Accra–Kumasi–Accra. 
Also, poor and expensive air transport links between 
French-speaking African countries and Ghana were 
an impediment to increasing the involvement in the 
first two schools of lecturers and students from the 
nonneighboring French-speaking African countries. 
However, despite these linguistic and logistical dif-
ficulties, the organizers consider it worthwhile to 
further pursue the development of a more truly pan-
West African event.

Holding the summer school at KNUST every two 
or three years has several advantages. For example, 
the school can evolve and improve with time as the lo-
cal organizers learn from previous experience, it will 
continue to have access to good facilities, and there 
will be an increasing number of local undergraduate 
and graduate students who can benefit from the pro-
gram. On the other hand, rotating the location either 
within Ghana or possibly within West Africa would 
give the school wider African ownership, could reach 
a greater pool of students, and may encourage the 
involvement of more local and nonlocal organizers. If 
future schools were to remain in Ghana, for example, 
they could rotate between KNUST, the University 
of Cape Coast (at which a climate science program 
is being established), and possibly the University of 
Ghana campus in Legon near Accra. Both of the lat-
ter two universities also have excellent facilities for 
hosting such an event.

The school funding environment. The first school was 
funded by a British Council/Department for Educa-
tion and Skills (DfES) grant and was organized by 
the University of Leeds in that country, while the 
second school was funded by the Italian Ministry of 
Education (MUIR) and administered by the Abdus 
Salam International Center for Theoretical Physics 
(ICTP) in Italy. This external funding paid for the 
local costs of the school, such as ground transport 
and rental of lecture room facilities, and for financing 
the attendance of African students. All non-African 
students and all lecturers were funded by their home 
institutes or governments, including the costs of ship-
ping equipment used in the program.

The summer school could continue as a biennial 
or triennial event, with the necessary funding being 
solicited on a school-by-school basis. Many insti-
tutes worldwide include development and training 
in their mandates, allocating or obtaining funds for 

regular on-site courses with support for developing 
country candidates. Examples include ICTP (which 
organized the second school), the Cooperative Insti-
tute for Mesoscale Meteorological Studies (CIMMS) 
at The University of Oklahoma, the International 
Research Institute for Climate and Society (IRI) at 
Columbia University, and the Institut de Recherche 
pour le Développement (IRD) of France. These and 
similar institutes could be encouraged to link up 
with the Ewiem Nimdie event, running training 
courses offsite and thus cosponsoring an individual 
school. It is possible that each sponsoring institute 
would prefer to place emphasis on its own areas of 
research, which could widen the scope of individual 
summer schools.

Clearly, the summer school would be more sus-
tainable if additional regular funding sources were 
established. Considering the extensive media atten-
tion within Ghana that the first two schools received, 
and the climate-related scope of the school program, 
the organizers feel that there is great potential for 
gaining sponsorship of the school from national or 
multinational companies operating in the region.

OUTLOOK. The first two Ewiem Nimdie sum-
mer schools were considered successful exercises 
by all those involved. They gave African students 
access to leading international specialists in African 
weather and climate research. Non-African students 
benefited from the chance to experience African 
weather firsthand, and students of all nationalities 
had the opportunity to mix and form lasting working 
relationships. Much was learned by both the local and 
nonlocal organizers in terms of staging an event of 
such a complex nature.

The summer schools should grow in stature and 
could act as a global blueprint for other similar re-
gional events in developing nations. Priorities for 
the near future should include building networks 
of African expertise from both French-speaking 
and English-speaking African countries, as well as 
securing regular funding for the school from a wider 
spectrum of national and international organizations. 
If the school continues to include a strong emphasis 
on the advanced undergraduate level, efforts could 
be made to have the event accredited as a module in 
university programs both within and outside Africa, 
following the example set by the University of Leeds. 
This status would enhance the recruitment of partici-
pants. The possibility of rotating the location of the 
school within Ghana or between French-speaking 
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and English-speaking West African countries also 
should be considered.

Above all, the Ewiem Nimdie Summer School 
Series involves helping Africa help itself. Therefore, 
institutes or individuals interested in contributing 
to future events should contact the corresponding 
author of this article.
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technology
smos satellite imProviNg 
hurriCaNe ForeCasts

The amount of water in the soil 
and salinity in the oceans are both 
key variables linked to Earth’s 
water cycle, affecting weather 
and climate. The European Space 
Agency’s (ESA) Soil Moisture and 
Ocean Salinity (SMOS) satellite 
was designed to measure what it 
was named after, but it turns out 
it can do more. SMOS is prov-
ing it can also offer insight that 
could aid in improving hurricane 
forecasts.

The SMOS uses a microwave 
radiometer to measure Earth’s 
brightness temperature, which 
corresponds to surface emissions 
of radiation. The sensor works 
in the “L-band” at frequencies 
that also can be used to track 
surface wind speeds over oceans, 
even in cloudy and rainy condi-
tions. Because gale-force winds 
affect the microwave radiation 
emitted from the ocean surface, 
changes can be linked directly 

to the strength of the wind. The 
radiation detected by the satellite 
is also less disturbed by rain and 
atmospheric effects than higher 
microwave frequencies, making 

SMOS uniquely equipped for ex-
treme conditions, such as those in 
a hurricane.

The researchers discovered 
this capability when analyzing 

G ood news for gardeners in harsher climates. A new topi-
cal spray has been developed that is designed to protect 

foliage, flowers, and fruit from cold temperatures—an 
“antifreeze” for plants. According to researchers at The 
University of Alabama and Miami University of Ohio, who 
developed the spray, using FreezePruf is the equivalent of 
moving plants south about 200 miles. Tests revealed that the 
all-natural spray decreased plants’ first damage temperature 
and mortality temperatures by 2° to 9°F, depending on the 
variety, improving their natural ability to tolerate freez-
ing conditions. “We noted beneficial effects within hours 
of application,” says David Francko, professor of biology at 
the University of Alabama. “Our results suggested that the 
spray formulation could add the equivalent of approximately 
0.25 to almost 1.0 USDA Plant Hardiness Zone to the cold 
hardiness rating of the plants used in the experiments.” The 
researchers note that the spray is not only friendly to plants, 
but the environment as well. It’s made from a combination of 
cryoprotectants and other ingredients, all of which are biode-
gradable. FreezePruf is available online at freezeproof.com. 
(Source: American Society for Horticultural Science)

FreezepruF your garden

http://dx.doi.org/10.1175/BAMS-D-11-00098.2
http://www.freezeproof.com
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SMOS data from Hurricane Igor 
in the North Atlantic in 2010. 
They are hoping it will be use-
ful in determining the intensity 
of developing hurricanes in the 
eastern tropical Atlantic and 
tropical cyclones in the middle 

of the Pacific, both of which are 
difficult to reach by plane.

SMOS has also found that sa-
linity in the surface waters changes 
in the wake of a hurricane, the first 
time this has been detected from 
space. When combined with both 

sea surface temperature and height 
information, the SMOS salinity 
data will aid in monitoring fresh 
and warm-water interactions near 
tropical cyclones and how they 
relate to storm intensity. (Source: 
European Space Agency)

weather oN steroids

The strange weather patterns 
this winter raised the usual ques-
tions on the link between climate 
change and extreme weather, and 
many more tried to unearth why 
our weather seems out of whack. 
With different answers in differ-
ent places, a clear-cut explanation 
can be difficult to find. To help 
address this problem, researchers 
at the University Corporation for 
Atmospheric Research (UCAR) 
have created a new website called 
“Weather on Steroids.”

“This is a very complicated 
subject,” explaining the climate–
weather link, comments David 
Hosansky, spokesman for UCAR, 
which produced the report and 
also operates NCAR in Boulder, 
Colorado. “We wanted to reach 
out to the public and present it in 
a way that could resonate widely.” 

On the site, the scientists draw 
from the latest research to answer 
questions about possible links be-
tween extreme weather and Earth’s 
warming climate. A few of the 
many features include “Doping the 
Atmosphere,” “Extreme Weather 
Forensics,” and “Steroids, Baseball, 
and Climate Change,” which ex-
plains what home runs and weather 
extremes have in common.

“We wanted to give a clear view 
of the science to decision makers, 
the media, and members of the 
public,” Hosansky says, “and show 
where the science is and where the 
science is going.”

For more, visit the website at 
https://www2.ucar.edu/atmos-
news/attribution. (Source: ABC 
News)

oNliNe tool PiNPoiNts u.s. 
emissioNs

Want to find out what kind of 
toxic substances may be f loating 
in the air of your community? 
The Environmental Protection 
Agency (EPA) has made it as easy 
as plugging in your ZIP code. The 

Greenhouse Gas Emission Data 
tool shows users the amount of 
greenhouse-gas emissions along 
with where they originate in a 
particular area.

“Carbon pollution is pretty 
abstract for most people, and they 
don’t [know] where it comes from 
and who’s responsible,” says David 
Doniger, policy director for the 
Climate and Clean Air program 
at the Natural Resources Defense 
Council. “These kinds of right-to-
know tools are very popular and 
can make a difference. Once peo-
ple know the level of greenhouse 
gases in their backyards, they will 
demand to know what company 
officials and elected officials will 
do about it.”

The tool is modeled on the 
EPA’s 20-year-old toxins release 
inventory map and is based on 
2010 data collected from more 
than 6,700 facilities across nine 
major industries. Gina McCarthy, 
assistant administrator for EPA’s 
Office of Air and Radiation, notes 
that the database is not a regula-
tory device but can be useful for 
decision making among compa-
nies, nonprofits, and communi-
ties working to reduce greenhouse 
gas emissions.

The database lets users find 
facilities by industry, state, and 
community, and rank them by 
their greenhouse-gas emission 
levels. It allows utilities to track 

on the web

As a weather watcher, 
I feel like the weather is 
officially broken.”
—mike weilbaCher, executive di-
rector of the Schuylkill center in 
Philadelphia, Pennsylvania, which 

promotes the preservation of 
the natural environment through 

environmental education. The 
season of strange winter weath-

er affected the wildlife in the 
center, with beehives unusually 
active, baby pigeons born early, 

and turtles not hibernating as 
they should be. weilbacher said 
the season was setting records 

for the number of different 
weather records achieved and 

noted the importance of looking 
at long-term trends for answers 

on the see-sawing weather. 
(sourCe : cBSPhilly)

echoes

“

https://www2.ucar.edu/atmosnews/attribution
https://www2.ucar.edu/atmosnews/attribution
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their own emissions across plants 
and environmentalists to nar-
row down the biggest emitters. 
Individuals can use the database 

to find the level of greenhouse-gas 
emissions from the power plants, 
refineries, and cement plants in 
their communities.

Check out the tool at http://
epa.gov/climatechange/emissions
/ghgdata. (Source: Los Angeles 
Times)

raiNFall aNd severe 
weather iNFlueNCes iN

PiNellas CouNty, Florida

In Ja nua r y,  Cr is t i na Ma zz a 
Schoonard of the Department of 
Geography, Environment, and 
Planning at the University of South 
Florida spoke to the West Central 
Florida chapter about her research, 
“The Influence of Meteorological 
Parameters on Rainfall and Se-
vere Weather in Pinellas County, 
Florida.” She began with the objec-
tives of her research, the first being 

to identify the dominant surface 
wind directions in coastal Pinellas 
County for June, July, and August 
from 1995 through 2009 using the 
1200 UTC sounding data from 
Ruskin, Florida. Ruskin is south 
of Tampa and is where the NWS 
forecast office for Tampa Bay is 
located; Pinellas County, which 
includes the cities of St. Petersburg 
and Clearwater, is across Tampa 
Bay to the west of Tampa. She 
found that in Pinellas County, an 
easterly wind flow dominated the 

area, but the south and west wind 
flow days brought the most rain to 
the Pinellas peninsula. She noted 
that this information can be useful 
especially for aviation and boating 
forecasts.

Schoonard went on to discuss 
her second objective, which was to 
determine the spatial distribution, 
timing, and amounts of rainfall in 
Pinellas County associated with the 
dominant wind regimes. She found 
that westerly winds were associated 
with the greatest chances for sum-

chapter channel

http://epa.gov/climatechange/emissions/ghgdata
http://epa.gov/climatechange/emissions/ghgdata
http://epa.gov/climatechange/emissions/ghgdata
http://www.geonor.com
http://www.geonor.com
http://www.geonor.no
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mer rain in Pinellas County. She 
noted that a further examination 
of rainfall shapefiles in ArcGIS 
revealed that in all wind-direction 
categories except for the 241°–300° 
wind direction, the largest amounts 
of rainfall occur in two maxima 
within the center of the Pinellas 
peninsula.

Furthermore, she highlighted 
some work she had completed 
examining Nexrad Level II radar 
files in Gr2Analyst. She revealed 
that rain can be expected earlier 
in the day when winds are out of 
the west, compared to days when 
rain is associated with an easterly 
flow of air. She reported that this 
supports previous research by Gen-
try and Moore (1954). Schoonard 
highlighted the usefulness of this 
information for local short-term 
forecasts by providing generaliza-
tions that can be made of what 
to expect for each wind category. 
For example, on a day with a wind 
direction in the 181°–240° category, 
it appears likely that rain will oc-

cur in the eastern center of the 
peninsula over the St. Petersburg-
Clearwater International Airport. 
Precipitation on southwesterly 
wind flow days is also more likely to 
occur much earlier in the day than 
on days dominated by easterly wind 
flow. This information is especially 
beneficial because of the possible 
impact on airport operations.

The third objective of Schoon-
ard’s research was to determine 
the correlations between atmo-
spheric parameters and precipita-
tion amounts during June, July, 
and August from 1995 to 2009. 
She found that wind speed is posi-
tively and statistically significantly 
correlated with precipitation in 
two wind direction categories 
(121°–180° and 181°–240°). Precipi-
table water is positively and sta-
tistically significantly correlated 
with precipitation in almost every 
wind direction category. This in-
formation about precipitable water 
and wind speeds is helpful when 
making short-term forecasts as 

well. For example, Schoonard ex-
plained, on a day with a southerly 
wind direction between 121°–240°, 
higher wind speeds could bring 
more precipitation. A day with 
higher precipitable water most 
likely means that more precipita-
tion will fall.

Schoonard then discussed her 
fourth objective, which was to 
examine the effect of wind flows 
on severe weather events in Pinel-
las County. She found that most 
severe weather occurs on days 
with a southeasterly wind f low 
(61°–180°). Hail was associated 
with a southeast wind regime; 
tornadoes with an east and south-
east f low; strong wind with an 
east, southeast, and southerly 
flow; and floods with a flow from 
the southeast and southwest. She 
again highlighted the usefulness 
of this information to forecasters 
by providing case studies of severe 
weather and providing additional 
support to the severe weather alert 
decision-making processes.

Schoonard wrapped up by dis-
cussing the fifth and final objective 
of her research, which was to deter-
mine which atmospheric param-
eters and indices were associated 
with severe weather events. She 
noted that days with hail had the 
lowest average wind speed, a mod-
erate average convective available 
potential energy (CAPE) value, and 
the lowest precipitable water aver-
age of the severe events studied. 
Days with tornadoes had moder-
ate to higher average wind speed, 
a higher precipitable water value, 
a higher severe weather threat 
index (SWEAT) value, and the 
lowest average CAPE value of the 
severe events studied. Strong wind 
events had moderate values for all 
variables. Of the severe weather 
events considered in her study, 
f looding had the highest average 

Rainfall composites for Pinellas County, Florida, with the following sur-
face wind directions: A) 1°–60°; B) 61°–120°; C) 121°–180°; D) 181°–240°; 
E) 241°–300°.
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temPerature seNsitivity to

Climate ForCiNg over a 
halF-millioN years

The global temperature response 
to changes in the radiative forcing 
of Earth’s climate, known as cli-
mate sensitivity, can be evaluated 
from records of natural climate 
variability in the recent geological 
past, which was dominated by large 
“ice-age” swings of global climate. 
For this purpose, we made a global 
compilation of sea surface tempera-
ture (SST) records that span one to 
five ice-age cycles and combined 
these with ice-core temperature 
reconstructions to determine the 
sensitivity of Earth’s climate to 
long-term climate forcing.

Our dataset portrays the tem-
perature response to radiative 
forcing changes over a relatively 
long period (up to 500,000 years) 
that was characterized by sev-
eral pronounced climate cycles. 
We consider the response both 
in a global mean sense and in 
separate 10° latitude bands. A 
strong Equator-to-pole gradi-
ent in temperature sensitivity to 
radiative forcing is found in both 
scenarios, but especially in the 
latitude-separated case. From the 
combined data, we derive an esti-
mate of global climate sensitivity 
over the last half-million years 
with a mean value between 0.85 
and 1.05 °C/W m−2, depending on 
the treatment of aerosol effects. 
Uncertainties about the mean are 
estimated at –0.4/+0.5 °C/W m−2, 

and the mean is close to previous 
estimates.

The latitude-separated assess-
ment reveals distinct north–south 
differences in the temperature 
response to radiative forcing, 
with strong indications of “tropi-
cal dampening” and “subtropical 
amplification” of that response, 
relative to the mean. We also 
determined a normalized polar 
amplification, which is the tem-
perature response per W m−2 of ra-
diative change in polar regions rel-
ative to the global mean. This ratio 
was found to be 0.9 (–0.2/+0.6) and 
1.4 (–0.4/+1.1) for Greenland and 
Antarctica, respectively.

These values indicate that the 
large temperature changes that 

have occurred in the Arctic and 
Greenland can be entirely ascribed 
to the large radiative impacts in 
that region from the ice-albedo 
effect associated with the waxing 
and waning of large continen-
tal ice sheets in the Northern 
Hemisphere. In the Antarctic, 
the response to radiative forcing 
was considerably stronger than 
the global mean, and a simple 
scale analysis shows that this 
was a likely consequence of large 
glacial-interglacial changes in the 
Antarctic sea-ice extent.—Eelco J. 
Rohling (University of South-
ampton), M. Medina-Elizalde, 
J. G. Shepherd, M. Siddall, J. D. 
Stanford. “Sea Surface and High-
Latitude Temperature Sensitivity 

values of wind speed (2.8 m s−1), 
CAPE (1437 J kg−1), precipitable 
water (51 mm), and SWEAT (198). 
From her study, more information 
is revealed about what values of 

certain atmospheric parameters 
and indices are more often as-
sociated with different forms of 
severe weather. For example, on a 
day with high wind speed, CAPE, 

precipitable water, and SWEAT, 
forecasters might issue flood warn-
ings for Pinellas County.

—David R. Roache
West Central Florida chapter.

papers oF note

http://www.raob.com
http://www.raob.com
http://www.raob.com/customview.php
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(Princeton University) and 
C. Beaulieu. “Trends in Daily Solar 
Radiation and Precipitation Coeffi-
cients of Variation since 1984,” in the 
15 February Journal of Climate. 

Changes in solar radiation variability. Percentage 
changes in the annual coefficient of variation 
of solar radiation between 1984 and 2007. Grid 
cells without a statistically significant change are 
shown in gray, and the Indian Ocean sector is 
blacked out because data were not available for 
much of this period.

to Radiative Forcing of Climate 
over Several Glacial Cycles,” in the 
1 March Journal of Climate.

observed iNCreases iN

global solar radiatioN 
aNd PreCiPitatioN variability

Weather-dependent processes such 
as disease outbreaks, the photosyn-
thesis carried out by forests and 
crops, and the amount of runoff 
from rain events are sensitive to the 
variability as well as the mean state 
of climate parameters. For example, 
with photosynthesis, the effects of 
a positive solar radiation anomaly 
do not exactly counterbalance the 
effects of a negative solar radiation 
anomaly. Any changes in day-to-
day variability will thus have a net 
effect. Satellite data have now been 
used to show that the day-to-day 
variability of two such climate 
parameters—solar radiation and 
precipitation—have been increas-
ing in recent years.

We examined day-to-day vari-
ability in surface-level solar ra-
diation across the globe between 
1984 and 2007 using data from the 
International Satellite and Cloud 
Climatology Project. We found sig-
nificant changes in this variability 
over 35% of the globe, including 
large increases over tropical land 
areas throughout the year and 
also increases over northeastern 
North America during December–
January–February. Changes in 
precipitation variability were esti-
mated using data from the Global 
Precipitation Climatology Project 
from 1997 to 2007 and were found 
to be significant over 40% of the 
globe. As with solar radiation, large 
increases in precipitation variability 
were found over tropical land areas. 
Furthermore, we determined sig-
nificant correlations between these 
changes in variability and cloud 
properties, with larger levels of 

variability being as-
sociated with greater 
amounts of deep con-
vective clouds.

These increases in 
the day-to-day vari-
ability of solar radia-
tion are expected to 
reduce photosynthe-
sis, and thus reduce 
the potential of ter-
restrial ecosystems to 
sequester CO2 from 
the atmosphere. The 
largest effects may be 
in the tropical rainfor-
ests, which currently 
store vast amounts 
of carbon in their 
biomass. Agriculture 
in the Tropics may 
also be affected, with 
implications for both 
food and biofuel.

To improve under-
standing of these is-
sues, additional work 
needs to be done that 
focuses on the still-
uncertain physical 
mechanisms that ul-
timately control the 
degree of day-to-day 
variability. While cli-
mate models can be 
used to understand 
current and poten-
tial future changes, 
this is challenging be-
cause high-frequency 
variances are seldom 
reported in model 
output and thus are 
rarely validated. In 
addition, the higher-
order statistics of 
solar radiation and precipitation 
are likely to be sensitive to some 
of the most uncertain model pa-
rameterizations, including those 
for clouds.—David Medvigy 

Changes in precipitation variability. Percentage 
changes in the annual coefficient of variation of 
precipitation between 1997 and 2007. Grid cells 
without a statistically significant change are 
shown in gray.
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sea iCe variability iN the

bareNts sea briNgs arCtiC 
warmth, CoNtiNeNtal Cold

The coldness of Japanese winters 
is generally explained by the com-
bined effects of climate variations, 
including El Niño–Southern Os-
cillation (ENSO) at low latitudes, 
and the positive/negative phase of 
the Arctic Oscillation (AO) at high 
latitudes. Occurrences of severe 
cold such as during the 2011–12 
winter, however, cannot simply be 
explained by such a coupled effect, 
and thus are often difficult to pre-
dict. At larger spatial scales, warm 
Arctic and cold Siberia conditions 
are often observed in pairs, and 
a linkage to global warming has 
been receiving increasing atten-
tion. Our research looked into this 
link and determined that winter 
cyclones originating in the Barents 
Sea north of Russia tend to take 
northward paths under recently 
reduced sea ice, compared to those 
years with heavy ice. The north-
ward shift in cyclone paths brings 
anomalous warm air over the 
Arctic Ocean, while over Siberia, 

a cold air mass is 
apt to move in from 
the north. This phe-
nomenon may help 
explain recent cold 
events in Japan de-
spite ongoing global 
warming.

The findings were 
obtained from at-
mospheric reanalysis 
data from 1979 to 
2011. In our study, 
we focused on the 
wintertime cyclonic 
activity in the Bar-
ents Sea, where the 
Arctic warming is 
the most ev ident, 
a nd i nve s t igated 
changes in cyclone 
tracks in response to 
sea ice variability, as 
well as their effects on the Arctic 
warming and Siberian cold. We 
found that under the reduced 
sea ice extent in the Barents Sea 
in winter, cyclone tracks tend 
to shift from the Siberian coast 
northward toward the Arctic 

Ocean. The resultant distribution 
of atmospheric sea level pressure 
facilitates warm advection over the 
Arctic Ocean; whereas over Siberia 
and the Norwegian coast, it creates 
conditions inducing cold anoma-
lies. The cold air mass formed over 

Shifting tracks. Sea level pressure (hPa) anomaly 
and typical cyclone paths (Red arrow: light-ice 
years, Blue arrow: heavy-ice years). In the light-
ice years, the Siberian High expands to the Arctic 
coast as the cyclone path shifts northward. The 
“+” on the map depicts the location of the geo-
graphic North Pole.

Colder continents. Surface air temperature (a) in relation to the WACS anomaly in the study, and (b) anomalous 
to the long-term mean during the week 26 to 29 Jan 2012. Areas enclosed by the dashed lines indicate anoma-
lously high pressure (hPa). The “+” on each map depicts the location of the geographic North Pole.
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Siberia reaches downstream to 
East Asia and Japan within a few 
days, resulting in a colder winter 
in Japan.

Such warm Arctic and cold 
continental conditions are referred 
to as a warm-Arctic cold-Siberian 
(WACS) anomaly, and the WACS 
anomaly could be a procurer of 
severe weather in the downstream 
region. As in the winter of 2005–
06, which brought heavy snow 
to Japan, the sea ice extent in the 
Barents Sea has been significantly 
low during the winter of 2011–12, 
which has resulted in the emer-
gence of the WACS anomaly and 
cold and snow in Japan.

As the Arctic sea ice retreat 
is still robust, it is vital to utilize 
prediction models to investigate 
remote responses of atmospheric 
and oceanic circulation systems to 
the changes in sea-ice cover. Our 
findings of the WCAS anomaly 
suggest a close correlation between 
the warm Arctic conditions and 
climate variability at the down-
stream mid-latitudes.—Jun Inoue 
(Research Institute of Global 
Change, JAMSTEC), M. E. Hori, 
and K. Takaya. “The Role of 
Barents Sea Ice on the Wintertime 
Cyclone Track and Emergence 
of a Warm-Arctic Cold-Siberian 
Anomaly,” in the 15 March Journal 
of Climate.

stratosPheriC sulFate

iNJeCtioNs may Not halt 
Climate emergeNCies

Continued greenhouse gas emis-
sions are projected to result in 
global average warming of 1.7° to 
4.4°C this century, with roughly 
2–3 times more warming in the 
high northern latitudes than the 
global average. Even under sta-
bilized or zero emissions, the 
planet will continue to warm due 
to already emitted gases. This has 

prompted some to claim that the 
world is already committed to 
dangerous warming that could 
result in “climate catastrophes,” 
such as the loss of polar bear habi-
tat, displaced arctic ecosystems, 
thawing permafrost, rapid sea lev-
el rise due to melting Greenland 
and West Antarctic ice sheets, or a 
large reduction in crop production 
due to tropical warming. Injection 
of sulfate aerosols into the strato-
sphere to ref lect incoming solar 
radiation has been proposed to 
counteract anthropogenic warm-
ing and, in particular, to avoid 
regional climate emergencies. 
Can climate changes in at-risk 
regions be avoided through the 
use of stratospheric aerosols? We 

simulate such a “geoengineered 
world” and find that while the 
avoidance of serious agricultural 
issues in the tropics may be pos-
sible, this strategy cannot elimi-
nate the potential for polar climate 
emergencies.

Previous work using global 
climate computer models has 
shown that the climate changes 
under increased greenhouse gases 
are lessened with the introduction 
of stratospheric aerosols, but that 
the compensating effects are not 
perfect. We decided to investigate, 
in particular, whether the reason 
that would drive society to attempt 
geoengineering—the potential for 
so-called climate emergencies to 
occur—might be avoided.

Imagine a lake that moves mysteriously as much as 5 feet a 
day. In Antarctica, researchers were surprised to find such 

a phenomenon occurring. While studying satellite images of 
the ice shelf lakes between 2001 and 2010, glaciologist Doug 
MacAyeal of the University of Chicago was startled by the 
appearance of these traveling bodies of water. The lakes sit 
above the George vI ice shelf (the same George portrayed in 
the movie The King’s Speech), which extends westward from 
the long-arm Antarctic Peninsula that points toward South 
America. Although the researchers expected movement of 
the lakes, which appear each summer and refreeze in winter, 
it was the direction that took them off guard. Moving paral-
lel to a coastline of the George vI ice shelf, it turns out the 
mechanism responsible is viscous buckling—a mechanism 
most familiar in Tv ads showing the back-and-forth motion 
of pouring pancake syrup. The researchers explain that in the 
traveling lake case, the ice shelf is “pouring” horizontally and 
crashing into and oozing around nearby Alexander Island. As 
the ice crunches around the island, it moves the lakes along 
the coast instead of perpendicular to it. According to the re-
searchers, the ice shelf has been thinning but remains healthi-
er than some of other ice shelves nearby. “We’re interested in 
surface lakes on ice shelves because they’re the precursor of 
ice-shelf collapse,” MacAyeal comments. “This ice shelf gives 
us longstanding lakes for reasons other than climate change, 
and with consequences that aren’t going to kill the beast 
we’re studying, so we can look at these lakes to see what’s go-
ing on.” That is, if the researchers can keep up with the speed 
the lakes travel. (Source: OurAmazingPlanet.com)

george vi moves the lakes

http://www.OurAmazingPlanet.com
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We conducted a detailed analysis 
of the climate response to the joint 
forcing of increased CO2 and strato-
spheric sulfate aerosols in a global 
climate model in three regions—
the Arctic, West Antarctica and 
the Antarctic Peninsula, and the 
tropics. We also compared simula-
tions that incorporate a full ocean 
general circulation model to simu-
lations with a “slab” ocean, which 
prescribes the movement of heat in 
the ocean, to probe the uncertainties 
surrounding ocean dynamics.

Residual polar warming, the 
difference between warming under 
stratospheric aerosol injection and 
CO2 warming without additional 
aerosol forcing, is still large (20%–
50% of the changes in a warmed 
world) and cannot be compensated 
for without overcooling the tropics. 
This is partly due to the ineffective-

ness of reflective sulfate particles in 
polar winter, but also largely due to 
atmospheric circulation anomalies 
that persist even with the aerosols. 
The resulting anomalous winds 
bring warmer and moister air to the 
polar regions and change the ocean 
circulation enough to pull warmer 
waters toward Antarctic shores.

The effectiveness of stratospheric 
aerosols is far from perfect, with 
the details of the regional climate 
response still highly uncertain and 
dependent on ocean dynamics. Our 
research highlights the need for a co-
ordinated computer modeling effort, 
with an agreed-upon set of model 
configurations and geoengineer-
ing scenarios, to lend confidence to 
the outcomes expected from such a 
strategy. The Geoengineering Model 
Intercomparison Project (GeoMIP) 
aims to accomplish just that, with 

results appearing in the next In-
tergovernmental Panel on Climate 
Change assessment report.

While knowing the range of 
expected outcomes from such 
geoengineering efforts is necessary 
before any serious efforts at imple-
mentation are undertaken, there 
exist many more science and non-
science issues—such as just how 
much sulfate would be needed and 
whether the international com-
munity would cooperate, among 
others—that prohibit us from ad-
vocating for such measures at this 
time.—Kelly McCusker (Uni-
versity of Washington), D. S. 
Battisti, and C. M. Bitz, “The 
Climate Response to Stratospheric 
Sulfate Injections and Implications 
for Addressing Climate Emergen-
cies,” in a forthcoming issue of the 
Journal of Climate.
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day, which ranks as the sixth (124.9 mm) and eighth 
(120.6 mm) greatest daily rainfall totals in Kentucky 
since 1900. According to the NWS office in Nash-
ville, Tennessee, Camden, Tennessee, received the 
most rainfall in the state with 493 mm, which also 
set a new precipitation record. One CoCoRaHS sta-
tion in Camden reported nearly 338 mm during a 
24-h period, which was 7.62 mm shy of the all-time 
24-h precipitation record for Tennessee. Nashville 
received more than 150 mm each day of the event, 
which ranked as the third-most (158.2 mm) and 
greatest (184.2 mm) 24-h rainfall accumulations of 
all time, and subsequently marked the wettest May 
on record for the city. In fact, many prior rainfall 
records that fell to the 1–2 May 2010 extratropical 
heavy precipitation event were originally produced 
by systems that were tropical in origin (e.g., Hur-
ricanes Frederic and Katrina in 1979 and 2005, 
respectively).

Dating back to November 2009, antecedent pre-
cipitation across central Kentucky and Tennessee was 
as much as 300 mm below normal, which resulted in 
moderate drought conditions, according to the U.S. 
Drought Monitor. However, despite the relatively dry 
surface conditions, the intense rainfall that began 
1 May resulted in runoff into nearby streams and 
rivers. Repeated heavy precipitation during the 48-h 
period ultimately helped produce 20 new flood-stage 
records within six river basins across the region. 
The Cumberland River in Nashville breached the 
major flood stage by 2 m, with a record crest of 15.6 
m, which contributed to the historic flooding of the 
downtown area of Nashville.

The Hydrometeorological Design Studies Center 
is a branch of NOAA’s NWS that is currently in 
charge of providing precipitation frequency es-
timates for the United States (HDSC; www.nws.
noaa.gov/oh/hdsc/index.html). According to the 
HDSC, the estimated precipitation frequency out-
come for a large portion of western Tennessee was 

A Synoptic Perspective of the Record 1-2 May 
2010 Mid-South Heavy Precipitation Event

by Joshua D. Durkee, lee Campbell, kyle berry, Dustin JorDan,  
GreGory GooDriCh, rezaul mahmooD, anD stuart Foster

D uring 1–2 May 2010, a series of strong thun-
derstorms led to 41, 57, and 43 tornado, severe 
wind, and severe hail reports, respectively, across 

portions of the southern United States. In addition to 
severe weather, these storms also distributed record-
setting rainfall amounts across the mid-South region, 
which contributed to historic flooding across por-
tions of central and western Kentucky and Tennessee 
(Fig. 1). This heavy precipitation event was sampled 
by multiple surface observational networks, including 
(but not limited to) 48 research-grade automated sta-
tions from the Kentucky Mesonet (www.kymesonet
.org), first-order automated stations from the Na-
tional Weather Service (NWS; www.ncdc.noaa.gov
/oa/ncdc.html), and Community Collaborative Rain, 
Hail and Snow Network Stations (CoCoRaHS), some 
of which recorded more than 350 mm of rain during 
the two-day period across portions of the region 
(Fig. 2).

The Kentucky Mesonet station in Bowling Green 
recorded the greatest rainfall intensity for the state, 
with 8.38 mm during a 5-min period, and 50.8 mm 
during an hour (Fig. 3). Bowling Green, Kentucky, 
also received the greatest amount of rainfall in the 
state with 258 mm, which broke the previous all-
time two-day precipitation record for the state of 
211 mm set during 6–7 December 1924. Moreover, 
Bowling Green received more than 120 mm each 

mailto:joshua.durkee@wku.edu
http://www.nws.noaa.gov/oh/hdsc/index.html
http://www.nws.noaa.gov/oh/hdsc/index.html
http://www.kymesonet.org
http://www.kymesonet.org
http://www.ncdc.noaa.gov/oa/ncdc.html
http://www.ncdc.noaa.gov/oa/ncdc.html
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a 1,000-year event. Recurrence intervals across 
south-central Kentucky counties were as high as 
200 years. Unfortunately, the intense rainfall and 
resultant widespread f lood led to 26 fatalities (4 in 
Kentucky and 22 in Tennessee), more than $2 bil-
lion dollars in private-property damage, and more 
than 11,000 ill-affected structures across the region 
(Fig. 4). Urbanized and densely populated areas, 
including nearby or within Nashville and Memphis, 
Tennessee, were among the hardest hit in terms of 
f lood-related damages and fatalities.

Given the widespread disastrous outcomes left 
behind from this particularly rare, heavy precipita-
tion event for this region, it is imperative that we 
identify the synergy of the leading atmospheric 
and land-surface processes that contributed to the 
rainfall component of this event. The purpose of 
this discussion is to provide a brief analysis of the 
key synoptic-scale features and other atmospheric 
and land-surface constituents that played important 
roles in the development, magnitude, and mesoscale 
distribution of this historic rainfall event.

Fig. 1. (top) Modis terra 1000-m false color rgB image, highlighting changes in the waterways between 
10 Apr and 10 May 2010 as a result of the 1–2 May 2010 record precipitation and flood event across the mid-
south. red circles highlight changes in the visibility of the waterways before and after the event. dotted lines 
demarcate local karst boundaries. (Bottom) daily stream discharge for (left) drakes Creek near Alvaton 
and Bowling green, Kentucky, and (right) the Cumberland river in nashville, tennessee. Bold vertical black 
lines mark the dates of the satellite imagery.
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sYnoptiC AnAlYsis. The upper-air data used 
in this analysis included North American Regional 
Reanalysis (32 km x 32 km) (NARR) 250- and 500-hPa 
heights and winds, and 850-hPa heights, winds, and 
temperatures, and were analyzed using the Inte-
grated Data Viewer provided by Unidata (IDV; www 
.unidata.ucar.edu/software/idv). The National Cen-
ters for Environmental Prediction/National Center 
for Atmospheric Research (NCEP/NCAR) Reanalysis 
Data were used to analyze 2.5° x 2.5° gridded 925-hPa 
winds, 500-hPa heights, and precipitable water (PW) 
data using geographic information systems (GIS). 
Standardized anomalies of daily composite 500-
hPa heights and PW fields were calculated from the 
NCEP/NCAR data using 21-day centered means from 
a 30-yr base period of 1980–2009, given by

A
X μ

σ
σ
−

= ,

where X is the observed grid-point value, μ is the 
centered 21-day climatological mean, and σ is 
the standard deviation. Derived total precipitable 
water (TPW) was analyzed from Special Sensor 
Microwave Imager/Advanced Microwave Scanning 
Radiometer for EOS (SSMI/AMSRE) via the Mor-
phed Integrated Microwave Imagery (MIMIC-TPW) 
product, produced by the Cooperative Institute of 
Meteorological Satellite Studies at the University 
of Wisconsin—Madison. Precipitation data were 
analyzed from Kentucky Mesonet, NWS first-order, 
and CoCoRaHS observations, and level 2 radar re-
flectivity (KOHX; Nashville).

Leading up to the event, the synoptic circulation (not 
shown) during 29–30 April 2010 was characterized by a 
broad, developing trough and subtropical ridge pattern 
over the western and eastern United States, respectively. 
This upper-air circulation initially forced a steady low-
level south-southwesterly surge of considerably warm, 
moist air across the Tennessee–Kentucky region. Ac-
cording to the NOAA Hybrid Single-Particle Lagrang-
ian Integrated Trajectory (HYSPLIT) Model, backward 
air-parcel trajectories starting from Bowling Green 
and Camden at 1,296 and 1,280 m AMSL (~845 hPa), 
respectively, originated from the Intertropical Conver-
gence Zone (ITCZ) on the Pacific Ocean side of Central 

Fig. 2. Multisource precipitation map showing rainfall 
accumulations across Kentucky and tennessee, ob-
served from the Kentucky Mesonet, nWs first-order 
stations, and CoCorahs networks.

Fig. 3. Kentucky Mesonet 5-min rainfall rates over 
Bowling green, Kentucky, during 1–2 May 2010.

Fig. 4. Casualties, and property and crop damages by 
county during 1–2 May 2010.

http://www.unidata.ucar.edu/software/idv
http://www.unidata.ucar.edu/software/idv
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By 1 May 2010, the meridional 
upper-level circulation across North 
America and the northern Atlantic 
had intensified into an anomalously 
high-amplitude synoptic wave pat-
tern. Daily composite standardized 
height anomalies ranged from −6 to +6 
across the midlevel trough and ridge, 
respectively (Fig. 6). Figure 7 shows 
daily composite circulation features at 
250, 500, and 850 hPa for 1 May (left 
column) and 2 May (right column). 
During 1 May, the 250-hPa circulation 
exhibited a jet-stream wind maximum 
downstream of the positively tilted 
trough axis that extended from the 
northern Great Plains through the 
Four Corners region, and diff luent 
southwesterly and westerly flow over 
the mid-South. In response to the deep-
ening trough and increasing jet-stream 
winds, a corridor of southwesterly 850-

hPa winds advecting deep tropical moisture—referred 
to as an atmospheric river (for a thorough discussion 
on the nature of the atmospheric river during the 1–
2 May 2010 event, see Moore et al. 2011)—strengthened 
along and east of the Mississippi River Valley (see also 
Fig. 5). At the surface and just upstream of the warm 
sector, a weak low-pressure center developed in Ar-
kansas, along a southwest/northeast oriented surface 
stationary boundary. Downstream across portions of 
western and central Tennessee and Kentucky, and into 

America as early as 29 April 1200 UTC (Fig. 5). As the 
south-southwest/north-northeast oriented low-level, 
tropical Pacific originating moisture axis set up just east 
of the Mississippi River, surface dew points across the 
region increased from ~ 7° to 20°C during this period. 
Surface temperatures of around 25°C were observed 
as far north as south-central Wisconsin and Lower 
Michigan, in association with the surface low-pressure 
circulation over the northern Great Plains and its at-
tendant warm frontal boundary.

Farther downstream, a closed up-
per-level low was positioned over 
the Gulf of St. Lawrence in eastern 
Canada, and the atmospheric pattern 
was suggestive of a negative phase of 
the North Atlantic Oscillation (NAO), 
as indicated by relatively strong ridg-
ing across the northern Atlantic. The 
negative NAO inhibited the eastward 
progression of the upstream synoptic 
pattern and played an important role 
in amplifying the meridional compo-
nent of the trough and ridge across the 
United States. Together, the concatena-
tion of these synoptic processes suffi-
ciently preconditioned the atmospheric 
environment over the mid-South 
region for the record precipitation and 
catastrophic flood event.

Fig. 5. noAA hYsplit backward air-parcel trajectories starting 
from Bowling green, Kentucky, and Camden, tennessee, at 1,296 
and 1,280 m AMsl (~845 hpa), respectively, from 2 May 2010 at 
1800 utC to 29 Apr 2010 at 1200 utC.

Fig. 6. nCep/nCAr reanalysis data showing daily composite 500-hpa 
heights (m) and standardized anomalies for 1 May 2010.



May 2012aMERICaN METEOROLOGICaL SOCIETy | 615

central Indiana, a PW axis with the same orientation as 
the surface boundary contained values of 37–40 mm, 
which were +2 standard deviations above normal for 

this time (Fig. 8a). Dew points across western and 
central Tennessee and Kentucky were around 25° 
and 21°C, respectively. Together, these synoptic-scale 

Fig. 7. north American regional reanalysis (nArr) data showing daily composite 250- and 500-hpa heights 
(m) and winds (m s−1), and 850-hpa heights (m), winds (m s−1), and temperatures (starting at 10°C; 5° intervals) 
for (left column) 1 May and (right column) 2 May 2010.
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processes, particularly the continuous flux of deep 
tropical moisture across the mid-South, in part, aided 
in sufficient forcing supportive for large-scale vertical 
ascent and heavy rainfall across the region.

By 2 May 2010, the amplitude of the upper-air 
circulation intensified with relatively little eastward 
progression (see Fig. 7, right column). Downstream of 
the 250-hPa trough that continued to deepen across the 
intermountain west, the core of the jet strengthened 
along the poleward component of the amplified and 

anomalous ridge across the east and southeast United 
States. While the midlevel winds began to increase over 
the mid-South, the surface frontal boundary slowly 
began its initial advancement across the Mississippi 
River. During this time, the low-level winds strength-
ened and continued to advect deep tropical moisture 
across the region. The tropical surface analysis and 
MIMIC-TPW product shown in Fig. 9 highlights the 
rich plume of atmospheric moisture with a confined 
axis that extended from the ITCZ, out in advance of 
the slow-moving surface front. At this time, PW values 
within the PW anomaly axis that extended through 
Nashville and Bowling Green increased appreciably by 
nearly 10 mm—an amount +2 to +4 standard deviations 
above normal (see Fig. 8b). As the cold-frontal boundary 
slowly advanced, slow-moving regenerative thunder-
storms continued to develop within the sufficiently 
moist, unstable warm sector across the mid-South.

Overall, from a synoptic-scale perspective, the key 
ingredients for preconditioning the atmosphere for 
any precipitation event include sufficient lift of rela-
tively moist air, with enough instability to maintain 
the development and maintenance of the precipitat-
ing system. In the case of the 1–2 May 2010 record 
rainfall across the mid-South, an amplified upper-air 
circulation that initially developed on 29 April 2010 
resulted in a particularly anomalous 500-hPa trough 
and ridge across Mexico and the intermountain west 
and the Caribbean Sea, respectively. As a consequence 
of the placement and magnitude of these upper-air 

Fig. 8. nCep/nCAr reanalysis data showing daily 
composite precipitable water (mm) (thin contours) 
and standardized anomalies (shaded) for (a) 1 May and 
(b) 2 May 2010. Bold outlined areas demarcate areas 
with upward vertical motion with the outer extent 
starting with omega values of −0.3 pa s−1. triangles 
indicate the locations of precipitation accumulation re-
cords for the month of May. squares show the locations 
of all-time 24-h precipitation accumulation records.

Fig. 9. tropical surface analysis, and MiMiC-total pre-
cipitable water (mm) product (over oceans only).
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features, the Pacific ITCZ-originating atmospheric 
river advected historic amounts of PW poleward across 
the mid-South. Daily composite PW values near Nash-
ville ranked below the 25th percentile between 28 and 
30 April before a sizeable increase to above the 75th and 
99th percentiles on 1 and 2 May, respectively (Fig. 10a). 
In fact, Fig. 10b shows that PW values increased by up 
to +2 standard deviations above normal just between 1 
and 2 May, when many of the aforementioned precipi-
tation records were set. Meanwhile, downstream over 
the Atlantic Ocean, an anomalous closed upper-low 
circulation and negative NAO (Atlantic ridging) likely 
enhanced the amplification of the upstream synoptic 
wave pattern and helped to inhibit the eastward wave 
progression. Downstream of the quasistationary/
slow-moving surface front along the lower Mississippi 
River, numerous mesoscale convective systems (MCSs) 
developed across similar areas within the condition-
ally unstable and anomalously warm moist sector and 
repeatedly produced markedly intense rain rates.

While the heavy rainfall during the course of this 
event was largely derived from sufficient lift and insta-
bility within a particularly deep, anomalous moist layer 
that originated over the tropical Pacific ITCZ, the syn-
ergy of other important atmospheric and land-surface 
processes on different levels and scales also aided heavy 
MCS rainfall across the region. Maddox et al. (1979) 
and Doswell et al. (1996) (among other studies) high-
light the importance of system propagation and cell 
motion speed, as well as the orientation of the surface 
frontal boundary and the upper-level winds with re-
spect to heavy rainfall and flood potential. Both studies 
show that flood potential increases dramatically when 
cell motion is parallel to both the upper-level circula-
tion and a slow-moving frontal boundary.

During 1–2 May, rainfall totals were exacerbated 
by storm motions that were closely parallel to both 
the upper-air circulation and surface quasistation-
ary/slow-moving cold-frontal boundary. Corfidi 
(2003) describes the role of gust-front orientation 
with respect to concurrent upwind and downwind 
system propagation within environments of largely 
unidirectional mean winds. With the 1–2 May 2010 
event, the large-scale circulation was conducive for 
forward-propagating linear storm structures that pro-
duced upwind outflow boundaries that led to steady 
back-building and repeated cell development across 
the same areas. According to the 1 May 1130 UTC 
KOHX Nashville NWS severe weather bulletin 
(nearly 5 h into the event), estimated cell motion was 
out of the southwest at 17.5 m s−1. The storm vectors 

were oriented nearly parallel to the quasistationary 
surface boundary, with estimated mean 0–6-km 
winds out of the south-southwest at 19.5 m s−1. 
Meanwhile, animated radar ref lectivity indicated 
that MCS propagation was toward the east-southeast 
at roughly half the storm motion and mean 0–6 km 
wind magnitudes (Fig. 11a–d). By 2 May 1153 UTC, 
the KOHX Nashville NWS severe-weather bulletin 
estimated that cell motion was more oriented with 
the surface front out of the southwest at 20.1 m s−1. 
As a result, many locations were inundated by heavy 
rains from regenerative storms (Fig. 11e–h).

In addition to synoptic and mesoscale atmospher-
ic forcing, we suggest that mesoscale land-surface/
atmosphere interactions may have also played an 

Fig. 10. (a) Annual pW (in.) climatology for nashville, 
tennessee (www.crh.noaa.gov/unr/?n=pw). Yellow as-
terisks indicate daily composite nCep/nCAr reanaly-
sis pW values for the grid point closest to nashville, 
tennessee, for 28 Apr–2 May 2010. (b) As in fig. 8b 
except for the change in pW (mm) and standardized 
pW anomalies between 1 and 2 May 2010.

http://www.crh.noaa.gov/unr/?n=pw
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important role in the spatial distribution of the rain-
fall over the region. Specifically, some locations that 
received the heaviest localized precipitation (e.g., 
Camden, Nashville, and Bowling Green) are located 
along or adjacent to well-developed karst hydro-
geologic boundaries (see Figs. 1 and 11). The karst 
landscape, due to its geomorphologic characteristics, 
allows relatively rapid draining of surface water and 
with time, subsequent development of relatively dry 
or even drought conditions. Thus, the hydrogeologic 
settings of a well-developed karst environment can 
also alter local soil-moisture distributions, which 
can manifest in important land-surface/atmosphere 
interactions. This is not surprising, because it is 
also well known that heterogeneity in soil-moisture 
distribution and wet–dry transitions can promote 
localized mesoscale circulations and subsequent 
convection.

In a sensitivity analysis for precipitation over 
karst landscapes in Kentucky, Leeper et al. (2011) 
have shown that even under moderate-to-strong 
synoptic circulations, adjacent wet/dry land-surface 
conditions can modify the energy balance, the evo-
lution of the planetary boundary layer, mesoscale 
circulations, and subsequent location of convection. 
Therefore, it is plausible to consider that relatively 
dry antecedent conditions (dating back to November 
of the previous year) near karst land-surface bound-
aries across west-central Kentucky and Tennessee 
provided this type of relative wet–dry transition 
and potentially offered a favorable localized envi-
ronment for enhanced convection and precipitation 
during the course of this event. Given the scope of 
this study, the extent to which enhanced convection 
and precipitation during the 1–2 May 2010 historic 
precipitation event was inf luenced by local karst 
hydrogeologic land-surface/atmosphere interactions 
will be the focus of future work.

In summary, it is not uncommon to see a coinci-
dent broad large-scale trough and ridge configura-
tion across the western and eastern United States 
during the spring transition season, respectively. 
While this type of synoptic circulation set the initial 
foundation for the historic 1–2 May 2010 mid-South 
heavy precipitation event by preconditioning the 
region via destabilization and anomalous moisten-

ing of the atmosphere, the synoptic pattern itself 
was not uncommon with respect to heavy rain and 
flash-flood potential. The results presented here are 
consistent with other studies that examined atmo-
spheric aspects of heavy precipitation events [e.g., 
Grumm and Hart (2001b) and Hart and Grumm 
(2001b)]. According to the classic study by Maddox 
et al. (1979) that examined large-scale atmospheric 
aspects of f lash f loods, the synoptic and mesoscale 
setup from which the historic mid-South f lood of 
2010 was spawned is relatively common [Fig. 12; cf., 
Maddox et al. (1979), Fig. 6]. What makes the 2010 
event unique is that the magnitude and quasistation-
ary nature of the synoptic pattern was such that a 
continuous fetch of water vapor from the tropical 
Pacific ITCZ supplied numerous, long-lasting MCSs 
with training cells, which resulted in widespread 
record rainfall totals (see Fig. 8). Lastly, interac-
tions between the local karst land-surface across 
the region and the atmosphere may have also played 
a role in determining the location of some of the 
heavy rainfall.

Fig. 11 (opposing page). KohX nashville nWs level 2 radar reflectivity shown using gibson ridge software 
(www.grlevelx.com) for (a)–(d) 1 May 2010 during 1001, 1100, 1203, and 1302 utC, respectively, and (e)–(f) 
2 May 2010 during 1000, 1104, 1203, and 1302 utC, respectively. from west to east (left to right), white stars 
mark the locations of Camden, tennessee; nashville, tennessee; and Bowling green, Kentucky, respectively.

Fig. 12. schematic composite of the synoptic features 
during 1–2 May 2010.

http://www.grlevelx.com
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Although differences exist between seasonal- and decadal-scale climate variability, 

predictability, and prediction, investment in observations, prediction systems, and decision 

systems for either time scale can benefit both.

W hile some might call Decadal Prediction 
the new kid on the block, it would be better 

 to consider it the latest addition to the 
Climate Prediction family. Decadal Prediction is 
the fascinating baby that all wish to talk about, with 
such great expectations for what she might someday 
accomplish. Her older brother, Seasonal Prediction, 
is now less talked about by funding agencies and the 
research community. Given his capabilities, he might 

seem mature enough to take care of himself, but in 
reality he is still just an adolescent and has yet to reach 
his full potential. Much of what he has learned so far, 
however, can be passed to his baby sister. Decadal 
could grow up faster than Seasonal did because she 
has the benefit of her older brother’s experiences. 
They have similar needs and participate in similar 
activities, and thus to the extent that they can learn 
from each other, their maturation is in some ways a 
mutually reinforcing process. And, while the attention 
that Decadal brings to the household might seem to 
distract from Seasonal, the presence of a sibling is ac-
tually healthy for Seasonal because it draws attention 
to the need for and use of climate information, which 
can bring funding and new research to strengthen the 
whole Climate Prediction family.

Just as if these were children, it will take an entire 
community, actually several communities, together 
with patience and dedication, to evolve and test 
seasonal and decadal prediction and determine and 
realize their potentials. Strong and healthy prediction 
systems are developed only by substantial investment, 
as are effective decision systems that can make use 
of them. In this essay, we argue that investments in 
observations, modeling, and research focused on 
either time scale benefit both.

Important differences do exist between decadal- 
and seasonal-scale climate variability, predictability, 
and prediction. First, and most obvious, there is the 

TWO TIME SCALES FOR THE 
PRICE OF ONE (ALMOST)
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time scale. Seasonal prediction covers the next month 
to a year into the future and presents the information 
in terms of monthly or seasonal means. Decadal pre-
dictions, which are currently experimental, are being 
run 10 years into the future, and the information is 
being viewed mostly as annual to decadal averages. 
Second, the climate processes and/or phenomena 
that drive the variability on different time scales are 
different. For seasonal climate, the dominant driver 
is the El Niño–Southern Oscillation (ENSO) phenom-
enon. Variability in the tropical oceans outside the 
Pacific is important for regional climate variability, 
although ENSO can inf luence the Indian Ocean 
and tropical Atlantic Ocean variability also. For 
decadal-scale climate variability, the main oceanic 
drivers appear to sit in the midlatitude oceans; Pacific 
decadal variability (PDV) and Atlantic multidecadal 
variability (AMV) have their largest sea surface tem-
perature (SST) expression outside the tropics, and 
this SST variability may be linked to much deeper 
oceanic processes compared to ENSO. However, the 
decadal patterns of decadal variability do extend into 
the tropical oceans, and it may be that much of their 
impact is communicated to the atmosphere through 
these tropical SST changes. In addition, the secular 
response to man-made changes in atmospheric 
composition (i.e., greenhouse gases and aerosols) is 
an important source of predictability on the decadal 
time scale, but less so on the seasonal time scale.1
Finally, the decisions affected are different. Seasonal 
predictions are more relevant to management deci-
sions, whereas decadal predictions could be useful to 
planning decisions.

So, how is it that two vastly different time scales 
could work so well together in a climate services and 
research perspective? Despite the obvious differ-
ences, there are also common, even complementary, 
elements. Where the synergy is greatest between 
seasonal predictions and the burgeoning research 
on decadal predictions is through their dependence 
on forecast systems. Both prediction efforts use the 
same type of general circulation models, and they 
make use of the same global observing systems. 
Beyond these common priority elements, however, a 
number of other aspects exist for which past, present, 
and future investments aimed at one time scale could 
benefit the other.

COMMON PRIORITIES. The need for adequate 
observational networks and improved dynamical 
models appears in almost every recommendation 

list related to predictive information that one is 
likely to encounter. Prediction systems are based on 
observations, models, and their connection through 
assimilation systems. The three together is the three-
legged chair of prediction systems (NRC 2010). Any 
weak leg compromises the system, and improvements 
in one leg often lead to improvements in the other 
legs. Recent advances in ENSO prediction skill at 
the European Centre for Medium-Range Weather 
Forecasts (ECMWF) were accomplished by both 
improvements to their model and improvements to 
the ocean data assimilation system (Balmaseda et al. 
2010). Additionally, hindcasts from the ECMWF 
forecast system have demonstrated the value of the 
Tropical Atmosphere Ocean (TAO) array of data 
buoys in the tropical Pacific Ocean; a dramatic drop 
in ENSO forecast error coincides with the completion 
of the array in the early 1990s (Stockdale et al. 2011). 
This error reduction is largest for forecasts initiated 
in February, when model biases in their model are 
minimum. This reveals the connections between 
these three elements of forecast systems: observa-
tions and their assimilation into models are crucial 
for prediction, but better models better elucidate the 
value of the observing network.

The quality of predictive climate information de-
pends on the quality of models. Models are far from 
perfect in their discretized, parameterized representa-
tion of the climate system. Long-term commitment of 
resources to model and assimilation system develop-
ment will pay off with improved climate information 
on all time scales. In order to address longstanding 
systematic model errors, the community needs to 
improve the diagnosis of key physical processes 
contributing to these errors (Jakob 2010). Many of 
the mean biases and variability biases that hamper 
predictions appear within the first few hours or days 
of the forecast; for example, characteristics like the 
diurnal cycle, important in warm-season precipita-
tion, are often not well represented. Indeed, it is criti-
cal that our climate prediction systems simulate the 
statistics of regional weather with fidelity given that 
the upscaling of that weather becomes the seasonal-
to-decadal mean and also that the weather char-
acteristics (e.g., changing precipitation intensity or 
frequency) determine many of the impacts. To better 
represent the temporal characteristics of the climate, 
forecast systems must be developed and tested across 
a range of time scales, which also brings the potential 
for stronger collaboration between the weather and 
climate prediction communities (Hurrell et al. 2009). 

1 When they occur, the impacts of explosive volcanic eruptions are important on both seasonal and multiannual time scales.
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Furthermore, the development of climate models 
with better horizontal and vertical resolution should 
be a priority in order to improve the representation 
of coupled ocean–atmosphere variability (Guilyardi 
et al. 2004) and stratospheric effects on surface and 
tropospheric climate anomalies (Baldwin and 
Dunkerton 2001; Ineson and Scaife 2009). A priority 
is to implement the recommendations from the World 
Modeling Summit for Climate Prediction (Shukla 
et al. 2009), which calls for dedicated computational 
facilities 1,000–10,000 times more powerful than 
available today in order to address these issues.

Improvements of models and assimilation systems 
cannot proceed without an adequate observational 
network. The Global Climate Observing System 
(GCOS), including its many ocean and land compo-
nents, is essential for improving seasonal prediction 
and developing decadal prediction. Real-time, com-
plete observations provide the initial conditions to 
the predictions, and long, stable histories of ocean, 
atmosphere, and terrestrial climate that are neces-
sary to verify the models’ ability to make predictions. 
The observational network, originally designed for 
weather prediction, is only recently coming to grips 
with the additional requirements to collect, integrate, 
and sustain quality observations for climate time 
scales, but such a climate observing system is still far 
from being realized (GCOS 2010).

Individual observations—localized snapshots 
of the climate—have limited value until those data 
are integrated into the big picture that can be used 
for monitoring, initialization and/or verification of 
predictions, and diagnostic validation of models. 
Improved methods of analyzing the observations 
and assimilating them into climate models, including 
treatment of nonstationary observing systems,2 would 
benefit research and prediction and provide a more 
stable monitoring platform for climate variability and 
change. Whether we consider salinity measurements 
in the open ocean or rain gauge data in most of the 
developing world, many climate data records are short 
relative to the long periods over which we need to test 
models. Ways of procuring and protecting climate 
observing systems are urgently needed. Additionally 
needed are increased international coordination on 
data handling standards and mutually applied meth-
odologies to assemble, quality-check, reprocess, and 
reanalyze datasets, and to estimate their uncertainties. 
Such integration should be considered as an essential 
component of the climate observing system.

Ocean observations are particularly crucial as 
initial conditions for both seasonal and decadal 
prediction to obtain the predictability arising from 
slow changes in ocean circulation or heat content 
anomalies. Recent improvements to the coverage of 
the ocean with Argo floats provide unprecedented 
measurements of subsurface ocean temperature and 
salinity that are particularly relevant to the initializa-
tion of decadal predictions. As mentioned before, the 
TAO array of buoys is essential to the initialization of 
ENSO predictions and also to real-time monitoring 
of tropical Pacific variability. This is also important 
because the improved representation of the evolution 
of ENSO in models may improve simulation and pre-
diction of Pacific decadal variability (Vimont et al. 
2003). Additionally, we must quantify the benefit of 
satellite data to the initialization of the ocean, sea ice, 
snow cover, and soil moisture, which leads to infor-
mation not only on how these elements contribute 
to seasonal prediction but also on their role in, and 
response to, decadal-scale variability.

LESSONS FROM SEASONAL PREDICTION 
RELEVANT TO DECADAL PREDICTION 
RESEARCH. Dynamical seasonal prediction sys-
tems are operational or quasi operational at a number 
of forecasting centers around the world (e.g., Saha 
et al. 2006; Stockdale et al. 2010) and have been since 
the early 1990s in some cases. Much of the experience 
gained by the seasonal prediction community over the 
last couple decades can be applied to decadal predic-
tion. Some of these lessons inform our expectations of 
what can skillfully be predicted. For example, the pre-
diction time horizon of a phenomenon is shorter than 
the time scale of the phenomenon. ENSO has a time 
scale of 3–7 years but is only predictable about 6–12 
months in advance, perhaps as much as 18 months for 
very strong events (Chen et al. 2004). A similar result 
is emerging for AMV from “perfect model” studies 
(i.e., prediction experiments in which the model tries 
to predict itself), where ocean initial conditions may 
supply 10–15 years of predictability in upper-ocean 
heat content for certain regions, while the time scale 
of the variability is 20 years or longer (Branstator 
and Teng 2010; Msadek et al. 2010). This important 
aspect of the forecasts must be communicated to 
people considering the use of decadal predictions. 
However, while natural climate variability might be 
the dominant driver of time-varying anomalies out to 
a decade ahead for some regions, that natural climate 

2 Here, “nonstationary observing systems” refers to the geographic relocation of meteorological stations, or the change of 
instrumentation or technology used to monitor the weather and climate over time.
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variability may not be predictable via initialization; 
in contrast, the slowly developing response to forced 
climate change, although of smaller magnitude at 
this time scale, may be predictable, at least in sign 
(e.g., Lee et al. 2006; Hurrell et al. 2010). Beyond a 
decade ahead, uncertainty in the response to external 
forcing becomes increasingly important as a source 
of prediction error, while decadal variability remains 
as a significant additional uncertainty, especially at 
regional scales (Hawkins and Sutton 2009).

Another insight of the seasonal prediction com-
munity is that the spatial scales of predictable signals 
for climate are much larger than the predictable 
spatial scales for weather. Spatially heterogeneous 
variability within a regional climate signal represents 
mainly unpredictable noise of more random, local-
ized processes typically related to weather transients. 
The spatial scales of predictable climate signals typi-
cally increase for longer time scales, suggesting that 
the predictable spatial scales will be even larger for 
decadal variability than for seasonal variability. Thus, 
regional-scale climate information must serve as the 
basis for interpretation of the local scales at which 
many decision systems operate. If the regional-scale 
information is not represented correctly, the local-
scale information and the associated uncertainty will 
be meaningless.

The quantitative assessment of predictable time 
horizons and spatial scales of any given prediction 
system requires hindcast studies, which are predic-
tions of past variability. Large sets of hindcasts are 
necessary to estimate skill for both seasonal and 
decadal predictions, to sample different phases of 
variability (e.g., active vs quiet periods or positive 
vs negative anomalies), and to quantify and under-
stand different sources of predictability. For seasonal 
climate, hindcasts, in combination with forecasts, 
allow climate scientists to calibrate and correct biases 
in their forecasts. Hindcasts also allow scientists 
from other fields and decision makers to assess the 
potential value of the forecast information. This will 
be more challenging for decadal prediction where 
few realizations of decadal variability exist in the 
instrumental record to test our ability to predict 
it. This again calls for improved data assimilation 
methodologies that can make the most of the limited 
historical data we have (Balmaseda et al. 2010).

All relevant data, including observations, hind-
casts, and forecasts, must be publically accessible 
for researchers and decision makers to benefit from 
it. Ideally the data would be accompanied by infor-
mation on how to interpret and use the data, and 
perhaps what might constitute its misuse. It has been 

demonstrated in a number of cases that greater access 
to data leads to wider use of the information, such 
as the availability of long model hindcasts from the 
Development of a European Multimodel Ensemble 
System for Seasonal-to-Interannual Prediction 
(DEMETER; see www.ecmwf.int/research/demeter/) 
(e.g., Palmer et al. 2004), and long simulation and 
hindcast runs from the Coupled Model Intercom-
parison Project phase 3 (CMIP3; Meehl et al. 2007) 
of the World Climate Research Programme (WCRP). 
Coordinated sets of decadal prediction hindcasts, 
such as those from ENSEMBLE-based predictions 
of climate changes and their impacts (ENSEMBLES; 
http://ensembles-eu.metoffice.com), are beginning 
to become available (van der Linden and Mitchell 
2009) and will be part of the Fifth Assessment Report 
of the Intergovernmental Panel on Climate Change 
(IPCC AR5), but in order to interpret those data, 
one will also need access to relevant observations for 
bias correction and verification. Insufficient data 
access does remain an obstacle to wider use of the 
predictions. The World Meteorological Organization 
has designated a lead center of global producing 
centers (www.wmo.int /pages /prog/wcp/wcasp
/clips/producers_forecasts.html), but those data 
are not openly available, and hindcast data are not 
available from several of the prediction systems that 
participate. On the other hand, the Working Group 
on Seasonal to Interannual Prediction (WGSIP) of 
the WCRP is currently coordinating the Climate-
System Historical Forecast Project (CHFP), which 
will provide access to a wide range of hindcasts to 
evaluate subseasonal-to-decadal predictions of the 
climate system (Kirtman and Pirani 2009).

Additional important lessons that have been 
realized in the seasonal prediction community 
include the following: 1) forecasts must be issued 
probabilistically and require ensemble sizes that 
are commensurate with signal-to-noise levels of 
the temporal and spatial scales being predicted; 2) 
forecast quality must be assessed through a suite of 
metrics, as no single metric can cover all aspects of a 
forecast relevant to users (e.g., Jolliffe and Stephenson 
2003; Hurrell et al. 2010); and 3) the climate system 
exhibits conditional skill (e.g., Goddard and Dilley 
2005; Collins et al. 2006) and identification of the 
times when forecasts are likely to be more accurate 
leads to better decision systems (Goddard et al. 2010). 
These lessons are widely recognized in the seasonal 
prediction community, and they will apply to decadal 
predictions too.

The systematic use of seasonal prediction infor-
mation is much less developed than the predictions 
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themselves. In part this is because the predic-
tion information evolved independently from its 
application. We now know that the content and 
format of the information required can be quite 
varied from sector to sector or even between regions 
for a given sector. While those who apply the climate 
information cannot determine the science just based 
on demand, their concerns, needs, and understanding 
of the information can inform where investment and 
communication of the science will have the greatest 
impact. Since considerable research and development 
is required to better incorporate climate information 
into decision systems, we will return to that as a point 
of investment in the future. The main lesson here 
is that there appears to be value in the cooperation 
between scientists and decision makers in developing 
decision systems for climate risk management.

INVESTMENTS IN SEASONAL PREDIC-
TION THAT WILL BENEFIT DECADAL 
PREDICTION RESEARCH. Although seasonal 
prediction is a relatively mature practice, signifi-
cant room for improvement remains. Continued 
investments in prediction techniques, including 
improvement to variability diagnostics and to the 
representation of interactions between climate system 
components, are necessary. This research can also 
advance decadal prediction. Additionally, climate 
information often must be quantitatively practical 
and meaningful at the scales on which decisions 
will be made. Approaches such as statistical down-
scaling of information in space and/or time or the 
transformation of coarser-scale climate information 
into other climate-related variables (flood risk, dry 
spells, maize yield, etc.) that are more congruent with 
societal concerns must be tested first in the seasonal 
prediction arena.

As stated early on, improved dynamical models 
is a common priority of climate prediction at all 
time scales. While work to improve dynamical 
models, which benefits all climate prediction time 
scales, is in progress, care and resources should be 
given to the estimation of quality and uncertainty, 
including allowance for model error, of existing 
forecast systems. Reliable estimates of uncertainty 
allow decision makers to account properly for risk. 
Given inevitable uncertainties in model predictions, 
the development of ensemble techniques to realisti-
cally sample the consequences of initial state and 
model errors is important. Decadal predictions will 
additionally require estimates of the anthropogenic 
contributions to forecast uncertainty and skill. The 
techniques that will allow us to estimate uncertainty 

for the whole range of climate prediction time scales 
will likely be developed in the context of seasonal 
prediction.

As a complement to prediction research, empirical 
and diagnostic studies of interannual climate vari-
ability must continue. Some aspects of ENSO are still 
not well understood, such as the interevent variability 
and why models fail to capture it. This includes the 
apparent decadal variability in the magnitude and 
frequency of ENSO events. It is thought that ENSO 
events can drive PDV through the atmospheric bridge 
(Alexander et al. 2002). However, it is primarily the 
ENSO events that exhibit the strongest SST anomalies 
in the central Pacific appear to drive aspects of PDV 
(Di Lorenzo et al. 2008). Improved understanding and 
better predictability of the details of ENSO events and 
their role(s) in PDV requires more investigation.

Improved climate predictions are of limited 
value to society, however, if that information cannot 
be readily incorporated into decision systems. 
Investment in collaboration and pilot projects that 
bring together researchers and decision makers with 
the diverse expertise necessary to design and imple-
ment such systems can yield benefits beyond the 
specific project. First, such projects build closer ties 
between the climate prediction specialists and other 
scientists and decision makers. This builds trust and 
better understanding of climate information, as well 
as increases the climate scientists’ understanding 
of information needs and decision contexts. If this 
begins with seasonal prediction, there is opportu-
nity to demonstrate performance over the recent 
past, through a feasible time frame in the present, 
and over the next few years. Building these relation-
ships takes time, but the results can be realized in 
only a matter of years, rather than decades. As more 
information becomes available on decadal variabil-
ity, these relationships can pay dividends through 
better communication and understanding, creating 
networks to develop useable information. Second, 
well-documented pilot projects (e.g., Brown et al. 
2009; Ceccato et al. 2010) can inform other decision 
systems to allow climate risk to be managed more 
effectively by example, which increases the uptake of 
climate information, and can also guide the develop-
ment, format, and delivery of climate information. 
The outcomes of pilot projects can be particularly 
beneficial to both the research community and other 
decision makers if they document the pitfalls and 
difficulties, not just the benefits, of using climate 
information. Third, to the extent that the increased 
uptake of climate prediction improves climate risk 
management at seasonal time scales, it will indirectly 
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strengthen the capacity for using climate information 
on longer time scales.

In order to impact risk management, or to be real-
istically assessed by pilot projects, climate information 
must be supplied at appropriate spatial and temporal 
scales, address the appropriate variable(s), and con-
tain reliable estimates of uncertainty. In most cases 
that information derives from regional-scale changes 
in the climate, at which the predictable climate signals 
at seasonal-to-decadal time scales operate; examples 
include worldwide teleconnection patterns associ-
ated with El Niño and La Niña events or the robust 
features of global warming. Thus, although local-
scale information may be desired, it becomes more 
relevant within the large-scale context. The large 
scale carries both predictability and uncertainty, but 
downscaling to local scales, while potentially adding 
useful detail, contributes mainly to the uncertainty. 
This point is more easily demonstrated for seasonal 
prediction where, for example, forecasts for summer 
precipitation are made and can be verified each year 
at local to regional spatial scales (e.g., Gong et al. 
2003). Examination of the spatial variation of local 
climate variability within the regional-scale climate 
signal becomes both an educational opportunity and 
a point for cooperative information development. The 
importance of this perspective will be even greater for 
decadal variability, however, where the predictable 
scales are likely to be larger, but the strength of the 
signal is likely to be smaller.

INVESTMENTS TOWARD DECADAL PRE-
DICTION THAT WILL BENEFIT SEASONAL
PREDICTION. The knowledge that global surface 
temperatures will continue to rise over the next sev-
eral decades under any plausible emission scenario 
(Solomon et al. 2007) is now a factor in the planning 
of many organizations and governments. We know 
that climate changes will not be uniform around the 
globe, and natural regional and seasonal variations 
will have large impacts, especially over the next few 
decades or less. An important challenge, therefore, 
is to predict regional-scale climate variability and 
change. The decadal time scale is also widely recog-
nized as an important time scale for endeavors such 
as water, agricultural, and land use planning (e.g., 
Vera et al. 2010).

The promise of decadal climate prediction is sup-
ported by observational evidence of decadal climate 
variability with significant regional impacts, the 
effects of anthropogenic and naturally forced climate 
change, evidence of potential skill from idealized 
predictability studies (Collins et al. 2006; Boer 2011), 

and pioneering attempts at predictions obtained by 
initializing climate models with observations (Smith 
et al. 2007). A number of efforts are underway, 
including internationally coordinated experiments 
of initialized decadal predictions (WCRP/CMIP5; 
Taylor et al. 2009) that are contributing to the IPCC 
AR5, and several national initiatives to provide 
decadal-scale climate information. However, many 
formidable challenges need to be addressed to build 
practical prediction systems capable of credible, 
useful decadal-scale information at regional scales 
(e.g., Murphy et al. 2010). The investments neces-
sary to address many of these challenges can benefit 
seasonal prediction also.

Investments toward the prediction hindcast 
experiments will directly benefit seasonal as well 
as decadal prediction efforts. These are the first 
generation of decadal prediction hindcasts. Since, as 
discussed above, large sets of hindcasts are required to 
assess the quality of prediction systems, and since our 
ocean observations are limited going back into the 
twentieth century, production of decadal hindcasts 
will require innovative approaches to data assimila-
tion and ocean-state estimation (Balmaseda et al. 
2010). The assimilation methodology will be useful 
to extending seasonal prediction hindcasts further 
back in time, and also to improving initialization 
techniques going forward. Meanwhile, hindcasts 
generated by these efforts will be mutually beneficial. 
Decadal predictions already will predict the next 
season to a year on their way to prediction of the 
decade, thus increasing the suite of hindcasts for 
seasonal prediction. Seasonal predictions, and their 
hindcasts, could easily be extended further out into 
the future, which would increase the suite of experi-
mental hindcasts for decadal prediction.

As we research decadal variability and the poten-
tial for prediction, we gain a better understanding and 
quantification of the role of longer-term variability 
in year-to-year impacts. Such understanding can 
be valuable to resource management in the face of 
longer-term expectations and planning, particularly 
in instances where the decadal-scale variations of the 
background climate modify the risk of exceeding cer-
tain climate thresholds or the frequency of extremes. 
A better understanding of some of the processes 
important for forcing decadal variability, and their 
improved representation in forecast models, also 
helps increase the quality of our seasonal forecasts. 
As discussed previously, better understanding of 
PDV and AMV is needed, including interactions with 
ENSO, and impacts on remote regions via telecon-
nections. Additional phenomena hypothesized to be 
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sources of decadal predictability, such as the response 
to solar variability in the Pacific region or the ther-
modynamic influence of persistent upper-ocean heat 
content anomalies worldwide (Meehl et al. 2009), may 
also be important sources of regional predictability 
on seasonal time scales.

Decadal prediction has received much attention 
at least in part because of the high visibility and 
politicization of climate change projections. The 
fact that, over the span of a decade or two, variabil-
ity may dominate anthropogenic trends regionally 
leads the climate risk management community to 
seek out decadal-scale climate information. Often 
“variability” is less politically charged than “change” 
and thus may represent a more desirable invest-
ment to some. Allowance for both the physical and 
political realities opens the door to adaptation that 
includes wise planning for the coming decade(s) and 
also preparation for year-to-year variability, which 
is where the largest impacts are most often experi-
enced. Often resource management decisions are 
constrained by policy (Rayner et al. 2005), but since 
decadal variability and climate change are relatively 
new considerations for lawmakers, policy may be less 
restrictive for the longer-time-scale decisions. Thus, 
increased action and uptake of climate information 
on longer time scales may actually allow for policy 
reform that could make it less difficult for action on 
seasonal climate information. This of course assumes 
that the experience with longer-time-scale informa-
tion leads to the perception of beneficial outcomes 
that resulted from the use of that information, and 
the most effective path to that is again the coopera-
tive development of knowledge and decision systems 
(Lemos and Morehouse 2005).

CONCLUSIONS. The investments described will 
take considerable human and financial resources and 
a commitment to sustain them. Compared to the 
costs of adaptation, the costs of implementing these 
recommendations will be low, but substantial enough 
to highlight the need for international coordination to 
minimize duplication and share the lessons learned 
throughout the communities involved. These are 
actions that would be prudent even in the absence of 
climate change. However, given that climate change 
has focused global attention on the need for climate 
information, climate services could build adaptation 
incrementally through better awareness, prepared-
ness, and resiliency to climate variability at all time 
scales.

Seasonal and Decadal should not be treated 
as competitors for the attention of the scientific 

community. Rather, we should enable them to “play 
nicely” together, in order to maximize the efforts 
invested in each.
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The low predictability of the past decade masked a gradual improvement of ENSO 

predictions, with skill of dynamical models now exceeding that of statistical models.

D uring the last two to three decades, one might 
reasonably expect our ability to predict warm 
 and cold episodes of the El Niño–Southern 

Oscillation (ENSO) at short and intermediate lead 
times to have gradually improved. Such improve-
ment would be attributable to improved observing 

and analysis/assimilation systems, improved physi-
cal parameterizations, higher spatial resolution, and 
better understanding of the tropical oceanic and 
atmospheric processes underlying the ENSO phe-
nomenon (e.g., Guilyardi et al. 2009).

Studies in the 1990s showed real-time ENSO 
prediction capability at a moderate level, with fore-
cast versus observation correlations of about 0.6 for 
6-month lead predictions (i.e., 6 months between the 
time of the forecast and the beginning of the predicted 
period) of 3-month mean conditions (Barnston et al. 
1994). At that time, dynamical and statistical models 
showed comparable skills. The lack of conclusive 
ability for dynamical models to outperform statistical 
models was also found in predictions of the very strong 
El Niño of 1997/98 (Landsea and Knaff 2000; Barnston 
et al. 1999). Predictions at the 0.6 skill level are useful 
but leave much to be desired. The performance of 
statistical predictions was considered because they are 
simpler and less expensive to develop and serve as a 
baseline reference against which the skill of the more 
complex dynamical models can be compared.

Beginning early in 2002, predictions from a large 
number of models for the sea surface temperature 
(SST) in the Niño-3.4 region (5°N–5°S, 120°–170°W; 
Barnston et al. 1997) have been collected and displayed 
each month on a graph called the “ENSO prediction 
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plume” (Fig. 1), on an International Research Institute 
for Climate and Society (IRI) web page (http://iri
.columbia.edu/climate/ENSO/currentinfo/SST_
table.html) and shown in the National Oceanic 
and Atmospheric Administration (NOAA) Climate 
Prediction Center’s (CPC’s) monthly ENSO discussion. 
This paper reviews the performance of the constituent 
models and attempts to discern changes (ideally, 
improvements) from the levels seen in the earlier 
studies. We reexamine the question of the relative 
performance of dynamical and statistical models, and 
also compare the skills of 9 yr of real-time predictions 
to those of longer-term (30-yr) hindcasts from some 
of the same models, and discuss possible explanations 
for their differences.

An overview of the data, methods, and ENSO 
prediction models is provided in section 2. Results are 
shown and examined in section 3, and a discussion 
and some conclusions are given in section 4.

DATA, METHODS, AND MODELS. Data. The 
ENSO predictions issued each month from February 
2002 through January 2011 are examined here for 
multiple lead times for future 3-month target (i.e., 
predicted) periods. The last target period is January–
March 2011, while the earliest target period is 

February–April 2002 for the shortest 
lead time and October–December 
2002 for the longest lead time.

The forecast data from a given 
model consist of a succession of run-
ning 3-month mean SST anomalies 
with respect to the climatological 
means for the respective predicted 
periods, averaged over the Niño-3.4 
region. Predicted periods begin 
with the 3-month period beginning 
immediately after the latest avail-
able observed data, and continue 
for increasing lead times until the 
longest lead time provided by the 
given model, to a maximum of nine 
running 3-month periods. Here, 
lead time is defined by the number 
of months of separation between 
the latest available observed data 
and the beginning of the 3-month 
forecast target period. (For example, 
using observed data through March, 

a prediction for the April–June season has a lead time 
of 0 months, for May–July a lead of 1 month, etc.) 
Typically new predictions become available one to two 
weeks following the last available month of observed 
data, so that the 0-month lead prediction for the April–
June season becomes available during mid-April.

Although anomalies were requested to be with 
respect to the 1971–2000 climatology, some predic-
tion anomalies were with respect to means of other 
periods, such as from 1982 to the early 2000s for 
some dynamical predictions. No attempt was made 
to adjust for these discrepancies.1 Similarly, although 
bias correction was encouraged (some centers con-
ducted statistical corrections on their model output), 
no biases were corrected by the IRI, and the forecasts 
were used as disseminated by the producers. All 
of the dynamical models produce an ensemble of 
predictions, representing a probability distribution 
of outcomes. Although these distributions can be 
verified probabilistically, here we only consider the 
ensemble mean as a deterministic prediction. This 
approach enables the dynamical models to be veri-
fied in the same way as the statistical models, most 
of which provide only a single prediction.2

The Reynolds–Smith (Reynolds et al. 2002) 
version 2 optimal interpolation (OI) observed SST 

Fig. 1. Example of an ENSO prediction plume (from Feb 2011 just 
following the mature stage of a significant La Niña).

1 A warming trend in the Niño-3.4 region has been negligible within the 1981–2011 period, using the OI SST data (Reynolds 
et al. 2002), although the 1970s were about 0.4° cooler than the 1981–2011 average.

2  The CPC CA is an example of a statistical model that produces an ensemble of predictions.
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data averaged over the Niño-3.4 region is used to 
verify the model ENSO predictions. The OI SST 
has a base period of late 1981 to present, and the 
1981–2010 period is used here to define the verifica-
tion anomalies.

Methods. The verifications conducted here focus on 
the performance of individual models, rather than on 
multimodel mean predictions as examined in Tippett 
et al. (2012). Accordingly, detection of skill differences 
between dynamical and statistical models is carried 
out through aggregating the skills (as opposed to the 
predictions) of the models of each type. Verifications 
are applied to real-time predictions over the 9-yr 
period, as well as to longer-term hindcasts of some 
of the models, to compare the performance between 
the two settings and two base periods.

Verification measures used include the tempo-
ral correlation, root mean squared error, bias, and 
standard deviation ratio. Applied to each of the 
several lead times, the measures are used both for all 
predictions over the 9-yr period and for seasonally 
stratified predictions. An additional diagnostic is the 
lag correlation between forecasts and observations, to 
detect systematic tendencies for predictions intended 
for a given lead time to verify with higher skill at other 
lead times. This diagnostic will reveal a tendency of 
most models to be late in 
forecasting ENSO state tran-
sitions, such that predictions 
verify better on the observa-
tions at lead times earlier 
than those intended.

The ENSO prediction models. 
The 20 models whose real-
time predictions are evaluat-
ed here include 12 dynamical 
models and 8 statistical mod-
els, as shown in Table 1.3 The 
statistical models are devel-
oped using historical datasets 
and include various forms of 
regression (some based on 
autocorrelations or transition 
statistics), neurological net-
works, or analogues. The 
dynamical models, based 
primarily on the physical 

equations of the ocean–atmosphere system, range 
from relatively simple and abbreviated physics to com-
prehensive fully coupled or anomaly coupled models. 
Some models were introduced during the course of 
the study period, or replaced a predecessor model. 
Many of the dynamical models have been upgraded 
throughout the study period, while the statistical mod-
els have remained more constant. The model names 
used here refer to the model versions in early 2011. A 
brief guide to each of the models, with key references, 
is provided in the  appendix (available online at http://
dx.doi.org/0.1175/BAMS-D-11-00111.2).

RESULTS. ENSO variability during the 2002–11 
period. The 9-yr study period is too short for many 
findings to be statistically robust, but long enough 
for some results to be suggestive and warrant further 
exploration. Substantial sampling errors for a 9-yr 
period are expected for both model behavior and 
observed ENSO behavior. To assess qualitatively 
whether the ENSO variability during the 9-yr study 
period is approximately comparable to that of a multi-
decadal period, features of the time series of observed 
seasonal Niño-3.4 SST anomalies during 2002–11 are 
compared with those of 1981–2011 (Fig. 2). During 
2002–11, at least moderate strength El Niño events 
occurred in 2002/03 and 2009/10, and likewise for 

3 Three dynamical models currently included on the plume that do not have sufficient time history on the plume to be evaluated 
in most of the analyses here are the Japan Frontier coupled model (Luo et al. 2005), the Météo-France coupled model (Déqué 
et al. 1994; Gibelin and Déqué 2003), and the COLA CCSM3 coupled model (Kirtman and Min 2009).

Fig. 2. Time series of running 3-month mean SST anomaly with respect 
to the 1981–2010 period climatology in the Niño-3.4 region for 1981–
2011, highlighting the 2002–11 study period.
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La Niña events in 2007/08 and 2010/11. Weaker 
El Niño events occurred in 2004/05 and 2006/07, and 
borderline La Niña events4 occurred in 2005/06 and 
2008/09. The Northern Hemisphere autumn/winter 
of 2003/04 was the only peak ENSO season having 
neutral ENSO conditions.

Table 2 shows the seasonal march of observed 
interannual standard deviation of Niño-3.4 SST for 
the 1981–2011 period compared with the 2002–11 
study period, and the mean anomaly of the study 
period. The two profiles are fairly similar, with the 
study period showing somewhat lower variability, 

particularly during the middle of the calendar year. 
This smaller variability is likely related to the lack 
of very strong events such as the El Niño events of 
1982/83 and 1997/98. A lack of a substantial upward 
trend within the 1981–2011 period is noted in Fig. 2, so 
that the higher standard deviation of the longer period 
cannot be attributed to a trend. The mean anomaly 
of the study period compared with the 1981–2010 
period is weakly negative (positive) in the first (sec-
ond) half of the calendar year (Table 2). A chi-square 
test indicates that the difference in standard deviation 
between 2002–11 and 1981–2011 is not statistically 

Table 1. Dynamical and statistical models whose forecasts for Niño-3.4 SST anomaly are included in 
this study. Note that some models were introduced during the course of the study period, or replaced a 
predecessor model.

Dynamical models Model type

NASA GMAO Fully coupled

NCEP CFS (version 1) Fully coupled

Japan Meteorological Agency Fully coupled

Scripps Hybrid Coupled Model (HCM) Comprehensive ocean, statistical atmosphere

Lamont–Doherty Intermediate coupled

Australia POAMA Fully coupled

ECMWF Fully coupled

UKMO Fully coupled

Korea Met. Agency SNU Intermediate coupled

Univ. Maryland ESSIC Intermediate coupled

IRI ECHAM/MOM Fully coupled, anomaly coupled

COLA Anomaly Anomaly coupled

COLA CCSM3 Fully coupled

Météo-France Fully coupled

Japan Frontier FRCGC Fully coupled

Statistical Models Method and predictors

NOAA/NCEP/CPC Markov
Markov: Preferred persistence and transitions in SST and 
sea level height fields

NOAA/ESRL Linear Inverse Model (LIM)
Refined POP: Preferred persistence and transitions within 
SST field; optimal growth structures

NOAA/NCEP/CPC Constructed Analogue (CA) Analogue-construction of current global SSTs

NOAA/NCEP/CPC Canonical Correlation Analysis (CCA)
Uses SLP, tropical Pacific SST and subsurface temperature 
(subsurface not used beginning in 2010)

NOAA/AOML CLIPER Multiple regression from tropical Pacific SSTs

UBC Neural Network (NN) Uses sea level pressure and Pacific SST

Florida State Univ. multiple regression Uses tropical Pacific SST, heat content, winds

UCLA TDC multilevel regression Uses 60°N–30°S Pacific SST field

4 These two events fell slightly short of the criteria used by the Climate Prediction Center to qualify as a nonneutral ENSO 
episode (Kousky and Higgins 2007), but 2008/09 qualifies using the 1981–2010 climatology for the OI SST data used here.
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significant, with the strongest two-sided p value at 
0.15 for the April–June season. Figure 3 shows auto-
correlation of Niño-3.4 SST as a function of lead time 
and target season for the 1981–2011 period compared 
with the 2002–11 study period. The 2002–11 period 
has higher autocorrelation than the 1981–2011 period 
at short and intermediate lag times for target periods 
near the end and very beginning of the calendar year, 
indicating a persistence of SST anomalies during the 
time of year of typical ENSO event maturity. This 
may be related to the high proportion of the years 
between 2002 and 2011 hav-
ing nonneutral ENSO con-
ditions. On the other hand, 
autocorrelations are more 
strongly negative during 
2002–11 than 1981–2011 
at long lead for periods 
traversing the April–June 
period, consistent with an 
enhanced biennial vari-
ability during the study 
period. In fact, alternations 
of phase between north-
ern autumn/early winter of 
consecutive years occurred 
in five of the eight year-to-
year transitions, while a 
continuation of the same 
sign of anomaly occurred in 
three transitions. Using the 
1981–2011 autocorrelations 

as population values and applying a Fisher Z test of 
the difference between them and the corresponding 
9-yr autocorrelations, none of the latter are outside of 
the 95% confidence interval about the longer period 
values. Hence, the visible differences in the profiles 
of the two periods may be attributed to the expected 
sampling variability of a 9-yr period.

Whether the autocorrelation structure of the 
2002–11 test period renders it more or less predictable 
than a period with a structure like that of 1981–2011 
is an open question. It will be shown below, however, 
that the lower variability of the 9-yr period reduces 
its predictability.

Real-time predictive skills of individual models. Time 
series of the running 3-month mean observed SST 
anomalies in the Niño-3.4 region and the corre-
sponding predictions by 23 prediction models at 0-, 
2-, 4- and 6-month lead times are shown in Fig. 4. 
Figure 4 shows that the models generally predicted 
the variations of ENSO with considerable skill at short 
lead times, and decreasing skill levels with increas-
ing lead times. A feature seen in Fig. 4 is a tendency 
for most of the models to predict the continuation 
of SST anomalies beyond their observed periods, 
and to do so to a greater extent for longer lead times 
(shown by color shading that tilts to the right with 
increasing lead time). False alarms have also occurred 
(e.g., some models predicted La Niña for 2003/04, 
which did not happen) but these have been less com-
mon than prolonged anomaly persistence. Figure 4 
indicates forecast differences among the models that 

Table 2. Seasonal march of interannual mean 
anomaly and standard deviation (°C) of Niño-3.4 
SST for the 2002–11 study period, and the stan-
dard deviation of the longer 1981–2011 period.

Season 1981–2011 SD 2002–11 Mean SD

DJF 1.21 −0.10 1.10

JFM 1.03 −0.15 0.88

FMA 0.81 −0.07 0.62

MAM 0.65 −0.04 0.39

AMJ 0.59 −0.01 0.31

MJJ 0.64 0.04 0.40

JJA 0.74 0.09 0.53

JAS 0.80 0.09 0.69

ASO 0.91 0.09 0.84

SON 1.04 0.10 0.99

OND 1.20 0.11 1.12

NDJ 1.26 0.03 1.18

Fig. 3. Autocorrelation of Niño-3.4 SST as a function of lead time and target 
season for (left) the 1981–2011 period and (right) the 2002–11 study period. 
Contours show 90%, 95%, and 99% two-sided significance levels for positive 
autocorrelation for each of the record lengths.
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Fig. 5. Temporal correlation between model forecasts and observations as a function of target season and lead 
time. Each panel highlights one model. The first 12 models are dynamical, followed by 8 statistical models. 
The thick solid contour shows the 90% significance level, the dashed contour the 95% level, and the thin solid 
contour the 99% level.

Fig. 4. Time series of running 3-month mean Nino-3.4 SST observations (°C anomaly), and corresponding 
model predictions for the same 3-month period from earlier start times at 0-, 2-, 4-, and 6-month leads. 
Data for each model are separated by thin black horizontal lines. The first eight models at the top are 
statistical models. For each model, the bottom row shows the observations, and the four rows above 
that row show predictions at the four increasing lead times. Vertical dotted lines demarcate calendar 
years, separating Nov–Jan from Dec–Feb. Observations span from Feb–Apr 2002 to Jan–Mar 2011, while 
forecasts at longer lead times start and end with later seasons. Gray shading indicates missing data.
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become increasingly pronounced 
with increasing lead time. These 
differences raise the question of 
whether some models are systemati-
cally more skillful than others.

correLation and root Mean squared

error. Figure 5 shows the temporal 
correlation between model predic-
tions and the corresponding obser-
vations as a function of target season 
and lead time, with a separate panel 
for each model. The correlation 
skill patterns of the models appear 
roughly comparable. All indicate 
a northern spring predictability 
barrier, with short lead prediction 
skills having a relative minimum for 
northern summer, extending to later 
seasons at longer lead times. Relative 
to the statistical models, Fig. 5 shows 
higher correlation skills by many of 
the dynamical models for seasons 
in the middle of the calendar year 
that generally have lowest skill. By 
contrast, for seasons having highest 
skills (e.g. northern winter target 
seasons at short to moderate lead 
times), skil l differences among 
models and between model types 
appear small.

Figure 6 shows individual model 
correlation skills as a function of lead 
time for all seasons combined, while 
the top and bottom panels of Fig. 7 
show skills for the pooled target sea-
sons of NDJ,5 DJF, and JFM, and 
for MJJ, JJA, and JAS, respectively. 
Overall, model correlation skills at 

5 Seasons are named using the first letters of the 
three constituent months (e.g., DJF refers to 
December–February).

Fig. 6. Temporal correlation between model forecasts and observa-
tions for all seasons combined, as a function of lead time. Each line 
highlights one model. The eight statistical models and the persistence 
model are shown with dashed lines and the cross symbol.

Fig. 7. (top) Temporal correlation 
between model forecasts and observa-
tions for Nov–Jan, Dec–Feb, and Jan–
Mar as a function of lead time. Each 
line highlights one model. The eight 
statistical models and the persistence 
model are shown with dashed lines 
and the cross symbol. (bottom) As 
at top, but for May–Jul, Jun–Aug, and 
Jul–Sep.
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6-month lead range anywhere from 0.1 to about 0.7 
for all seasons combined, while predictions for the 
northern winter season range from 0.5 to 0.9, and for 
the northern summer season from below zero to 0.55. 
Overall, for lead times greater than 2 months, persis-
tence forecasts have lower correlation than that of any 
of the models. However, although the northern winter 
season is considerably better predicted than summer, 
a clear improvement in skill of the models over that 
of persistence is not seen for winter until leads of 6 
months or more, while for summer persistence is the 
worst prediction for leads of 1 month or more. The 
model skill levels for all seasons combined (Fig. 6) dif-
fer from one another noticeably at all lead times, and 
some models that fare well (or poorly) at short lead 
times change their relative standing at intermediate 
or long lead times (e.g., Scripps). Averaged over all 
seasons, skills average somewhat lower than the 0.6 
level found at 6-month lead in earlier studies (e.g., 
Barnston et al. 1994). However, a small number of 
current models, some of which do not predict out 
to 6 months lead, have shorter-lead skill levels that 
would exceed a 0.6 correlation if their forecast range 

were extended, and if their skill followed a downward 
slope with increasing lead time averaging that shown 
by other models having longer maximum lead times. 
Examples of models with such good or potentially 
good skill include those of the European Centre for 
Medium-Range Weather Forecasts (ECMWF), the 
National Aeronautics and Space Administration 
Global Modeling and Assimilation Office (NASA 
GMAO), and the Japan Meteorological Agency 
(JMA); the National Centers for Environmental 
Prediction Climate Forecast System (NCEP CFS; ver-
sion 1) skill approximately equals 0.6. However, two 
caveats in the comparison of skills of today’s models 
against models of 10–20 years ago are that 1) the 
ENSO variability during the 2002–11 period will be 
demonstrated to have been more difficult to predict 
than that over 1981–2011 in general and 2) the current 
set of predictions were made in real time, while those 
examined in previous studies were partly hindcasts. 
Both factors will be examined further below.

One reasonably might ask whether the skill differ-
ences at any lead time are sufficient, for a 9-yr period, 
to statistically distinguish among the performance 

Table 3. 90% and 95% confidence intervals for correlation coefficients for sample sizes of 9 and 30, 
for bivariate normal population distributions. Because of symmetry, only zero or positive population 
correlation values are shown.

Sampling variability for n = 9 Sampling variability for n = 30

Lower 
2.5% Lower 5%

Popul 
correl Upper 5%

Upper 
2.5%

Lower 
2.5% Lower 5%

Popul 
correl Upper 5%

Upper 
2.5%

−0.66 −0.59 0.0 0.59 0.66 −0.36 −0.31 0.0 0.31 0.36

−0.45 −0.35 0.3 0.75 0.80 −0.07 −0.01 0.3 0.55 0.60

−0.11 0.20 0.6 0.88 0.90 0.31 0.36 0.6 0.77 0.79

0.29 0.40 0.8 0.94 0.96 0.62 0.65 0.8 0.89 0.90

0.59 0.66 0.9 0.97 0.98 0.80 0.82 0.9 0.95 0.95

Fig. 8. RMSE in standardized units, as a function of target season and lead time, with a separate panel for each 
model. The first 12 models are dynamical, followed by 8 statistical models.
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levels of some of the models. The 
expected sampling error of a cor-
relation coeff icient is shown in 
Table 3 as 90% and 95% confidence 
intervals about several population 
correlations, for a sample size (n) of 
9 and 30. For n = 9 and a popula-
tion correlation of 0.8, for example, 
the 90% confidence interval ranges 
from 0.40 to 0.94—a wide interval. 
For skills derived from all seasons 
combined, the effective sample may 
be somewhat larger than 9 but will 
be far smaller than 108 because of 
the high month-to-month autocor-
relation of the observed and mod-
eled ENSO state (Fig. 3), given the 
typical lifetime of ENSO episodes 
of 7–11 months. The determination 
of statistically significant differ-
ences between skills of any pair of 
individual models is not a main goal 
of this study. However, the statisti-
cal significance of skill differences 
between dynamical and statistical model types is of 
interest, and is addressed below.

The correlation between model predictions and 
observations ref lects purely the discrimination 
ability of the models, since biases of various types 
do not affect this metric. However, such prediction 
biases (e.g., calibration problems involving the mean 
or the amplitude of the predictions) are also part of 
overall forecast quality, despite being correctable 
in many cases. To assess performance in terms of 
both calibration and discrimination, root mean 
square error (RMSE) is examined. Here the RMSE 
is standardized for each season individually, to scale 
RMSE so that climatology forecasts (zero anomaly) 
result in the same RMSE-based skill (of zero) for all 
seasons, and all seasons’ RMSE contribute equally to 
a seasonally combined RMSE. Figure 8 shows RMSE 
as a function of target season and lead time, with a 
separate panel for each model, and Fig. 9 shows RMSE 
as a function of lead time for all seasons together. 
The ECMWF model has the lowest RMSE over its 
range of lead times. For lead times greater than 2 
months, persistence forecasts have higher RMSE 
than that of any of the models. There is clearly some 
comparability between correlation skill (Fig. 5) and 
RMSE (Fig. 8), with models having highest correla-
tion tending to have low RMSE. However, exceptions 
are discernible, due to the effects of mean biases and 
amplitude biases.

Mean Bias and standard deviation ratio. Toward 
examining specific calibration-related diagnostics 
individually, Fig. 10 shows model mean bias for each 
model, defined as the mean of the model prediction 
minus the mean of the observation, as a function of 
target season and lead time.

The seasonal patterns of mean bias (Fig. 10) 
indicate a common pattern of positive bias near the 
beginning of the calendar year at short lead times, 
migrating to later seasons with increasing lead time. 
Inspection of the individual time series indicates 
that this bias is related to the generally unpredicted 
early dissipation of the El Niño events of 2002/03 
and 2006/07, underprediction of the northern winter 
peaks of the La Niña events of 2007/08 and 2008/09, 
and the failure to predict the late-emerging borderline 
La Niña events of 2005/06 and 2008/09 in northern 
autumn. The bias near the beginning of the calendar 
year can be attributed more generally to failure to pre-
dict exceptions to the typical tendency of persistence 
of the ENSO state between approximately October 
and February.

On the other hand, a tendency for negative bias is 
noted near the middle of the calendar year at short 
lead times, migrating to later seasons for longer leads. 
This bias can be traced to underprediction of the 
El Niños of 2002/03, 2006/07, and 2009/10 during 
their initial rapid growth phase during northern 
summer. Although underprediction of the La Niña 

Fig. 9. RMSE in standardized units, as a function of lead time for all 
seasons combined. Each line highlights one model. The eight statisti-
cal models and the persistence model are shown with dashed lines 
and the cross symbol.
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events is similarly noted, there were slightly more 
El Niño than La Niña episodes during the period. 
The tendency for reversal from positive to negative 
model bias from the beginning to the middle of the 
calendar year at short lead times is consistent with the 
models being slow to develop any ENSO event during 
late northern spring and summer, and also late to end 
any event near the beginning of the calendar year, 
combined with the slight ENSO asymmetry favoring 
El Niño during the study period.

Figure 11 shows, for each model, the ratio of the 
interannual standard deviation of model predictions 
to that of the observations, as a function of target 
season and lead time. First, let us consider what the 
optimal values of this ratio are. Ideally, an ensemble 
mean, or for that matter a regression forecast, is a 
representation of the predictable signal. Ensemble 
averaging directly (and regression indirectly) removes 
unpredictable noise. Observations, on the other hand, 
contain both signal and noise. Therefore, the ratio of 
ensemble mean variance to observation variance is 
the ratio of signal variance to total variance (signal 
plus noise). In other words, the optimal value of the 
ratio of ensemble mean variance to observation vari-
ance is the fraction of explained variance, which is the 
square of the correlation coefficient. Ideally, then, the 
ratio of ensemble mean standard deviation to obser-
vation standard deviation should always be less than 
1, and should be much less than 1 when skill is low. 
The signal versus noise basis for ensemble mean vari-
ance is discussed in Rowell (1998), and for regression-
based statistical prediction variance in Hayes (1973). 
Thus, the standard deviation ratios shown in Fig. 11 
should ideally look similar to the plots of correlation 
skill shown in Fig. 5. This is clearly not the case; the 
ratio is not bounded by 1 and does not decrease with 

lead time. In fact, the models tend to have standard 
deviation ratios that maximize near the time of year 
when skills are lowest. Although a 9-yr period is 
inadequate to establish robust estimates of correlation 
skills from which to derive the optimum prediction-
to-observation standard deviation ratio, it is obvious 
that many of today’s models have serious challenges 
reproducing realistic signal-to-noise ratios.

Examples of the contributions of mean bias and 
amplitude bias to RMSE in individual models can 
be identified. The NASA GMAO coupled model is 
one of the higher scoring models for correlation skill 
at lead times of 3 or more months, and the highest at 
long lead (Figs. 6 and 7). However, its RMSE is less 
favorable at intermediate (3–5 months) lead times 
(Figs. 8 and 9) because the model’s good discrimina-
tion is offset by a substantially inflated amplitude 
at short to intermediate lead times, particularly just 
before the middle of the calendar year (Fig. 11) when 
the observations have smallest interannual variability 
and predictive skill is lowest. A seasonal pattern of 
mean bias (Fig. 10), also present in NASA GMAO, is 
not severe relative to that of other models. The NCEP 
CFS (version 1) model has a high correlation skill, and 
it is relatively free of bias.6 While its RMSE is also 
generally favorable, it is somewhat degraded at long 
lead times because the standard deviation ratio is too 
high just before the middle of the calendar year at 
intermediate and long leads (Fig. 11). The JMA model 
is one of the best performers in correlation and RMSE, 
hindered to some extent by mean bias in the early part 
of the year and too high a standard deviation ratio 
for the northern spring seasons. The ECMWF model 
shows exemplary performance in terms of correlation, 
mean bias, and a standard deviation ratio that is too 
high only for the MAM and AMJ seasons. Although 

Fig. 10. Mean bias as a function of target season and lead time, with a separate panel for each model. The first 
12 models are dynamical, followed by 8 statistical models.

6 Since 2009, NCEP has applied a statistical correction to its Niño-3.4 SST predictions.
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it does not predict to long lead times,7 its RMSE is the 
lowest among all models in the study, particularly 
near the middle of the calendar year (Fig. 8) when 
prediction is most difficult (Stockdale et al. 2011).

Statistical models are typically designed to mini-
mize RMSE and have little, if any, mean or amplitude 
bias in the training sample (but may have biases in 
independent predictions, particularly when they are 
temporally distant from the training period and a 
trend exists). The CPC canonical correlation analysis 
(CCA) model has relatively weak correlation skill at 
short lead times, other than near the very beginning 
and end of the calendar year; this weakness, com-
bined with a strong positive bias during the first half 
of the calendar year, produces a comparatively high 
RMSE at short lead times despite a mainly favor-
able standard deviation ratio. The CPC constructed 
analog (CA) model has lower RMSE than that of most 
models because of slightly above-average correla-
tion skill (Figs. 5 and 6) and remarkably little mean 
bias (Fig. 10) or amplitude bias. The University of 
California at Los Angeles (UCLA) Theoretical Climate 
Dynamics (TCD) model has similar performance 
attributes, and has the highest seasonally combined 
correlation skill among the statistical models (Fig. 6), 
exceeded by only a few dynamical models.

The examples above are only a subset of what could 
be an exhaustive consideration of the performance 
attributes of the 20 ENSO prediction models over 
the study period.

tarGet period sLippaGe. The rightward tilting of the 
color shading in the forecasts shown in Fig. 4 indicates 

that predictions correspond best with observations 
occurring earlier than the intended target season, 
particularly at intermediate and longer lead times. To 
capture this feature more clearly, Fig. 12 shows the 
correlation skills of each model as a function of lead 
time over a range of lag times, for all target seasons 
combined. The correlations at zero lag time reflect the 
skill of the predictions for the intended target period, 
while those at negative lag times show skills for target 
periods earlier than intended. Some degree of such 
“slippage” is noted for most of the models; this slippage 
tends to increase with increasing lead time. Marked 
slippage is noted for some of the statistical models, 
such as CPC Markov, the Climate Diagnostics Center 
linear inverse model (CDC LIM), the University of 
British Columbia neurological network model (UBC 
NNET), and The Florida State University regression 
model (FSU REGR). Two of the statistical models, 
UCLA TCD and CPC CA, lack substantial slippage. 
Dynamical models are not immune to slippage, as seen 
for example in the NCEP CFS (noted also in Wang 
et al. 2010), the Center for Ocean–Land–Atmosphere
(COLA) anomaly model, and a few others. However, 
many of the models that exhibit relatively mild slippage 
are dynamical, such as ECMWF, NASA GMAO, the 
Met Office (UKMO), JMA, and the Lamont–Doherty 
intermediate coupled model (LDEO), although some 
of these models only forecast out to intermediate leads, 
precluding potentially larger slippage. Examination 
indicates that slippage has a common pattern of 
seasonal variation, being most pronounced for target 
periods in the middle of the calendar year and expand-
ing to later seasons with increasing lead time (not 

Fig. 11. Interannual standard deviation ratio of model predictions to observations as a function of target season 
and lead time, with a separate panel for each model. The first 12 models are dynamical, followed by 8 statistical 
models.

7 The ECMWF predictions examined here were actually initialized one month earlier than were many of the other models, 
because the publicly available predictions are not updated until the middle of the month in order that the latest version may 
be sold commercially. This implies that the forecasts are of even greater quality than shown here.
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shown). Slippage often presents itself when an El Niño 
or La Niña begins growing but is underpredicted (or 
predicted to grow later than observed) until it becomes 
at least moderately strong in the initial observations 
near the end of northern summer. Similarly, some 
models are systematically late in ending an ENSO 
event, creating a slippage effect in the first or second 
quarter of the calendar year by prolonging the event. 
Target period slippage can be described as an exag-
gerated tendency toward persistence, and therefore 
toward insufficient and/or late forecast signal evolu-
tion. As a systematic error, slippage can benefit from 
statistical correction (see Tippett et al. 2012).

coMparison of sKiLL aMonG ModeLs, and BetWeen

dynaMicaL and statisticaL ModeLs. Case-to-case 

discrimination (as indicated by correlation skill; 
Murphy 1988) is often considered the most impor-
tant component of final skill, since many calibration 
(bias-related) problems are correctable, while dis-
crimination reflects a more fundamental ability of the 
prediction model. Figure 13 shows the anomaly of the 
squared correlation between the model predictions 
and the observations with respect to the mean of the 
squared correlation over all 20 models8 as a function 
of lead time and target season. Highlighted are some 
of the typical patterns of model differences, and 
patterns common to statistical or dynamical models 
collectively. With several exceptions, positive squared 
correlation anomalies are more commonly seen in 
the dynamical than statistical models, particularly 
in the comprehensive coupled dynamical models 

Fig. 13. Squared correlation anomaly (preserving negative sign) with respect to the mean of the squared cor-
relation over all models for a given target season and lead time. The first 12 models are dynamical, followed 
by 8 statistical models.

8 After squaring negative correlations, the negative sign is reinserted.

Fig. 12. Temporal correlation between model predictions and observations as a function of lag time and lead 
time for all seasons combined. A lag time of zero (denoted by the vertical line) shows the correlation between 
the forecast and observations for the intended target season, while negative lags show correlations between 
forecasts and observations occurring earlier than intended. A separate panel is shown for each model. The first 
12 models are dynamical, followed by 8 statistical models. The thick solid contour shows the 90% significance 
level, the dashed contour the 95% level, and the thin solid contour the 99% level.
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(e.g., NASA GMAO, NCEP CFS, JMA, ECHAM/
MOM, and particularly ECMWF). A typical specific 
weakness of many of the statistical models is their 
short lead predictions for the northern summer target 
seasons, extending to later seasons for longer lead 
predictions. These target periods involve the northern 
spring predictability barrier, a longstanding difficulty 
in ENSO prediction (e.g., Jin et al. 2008). Predictions 
whose lead times do not traverse the months of April 
to June, by contrast, appear more equally successful 
among all models. Such predictions, focusing largely 
on continuing the evolution of ENSO events already 
in progress, are enhanced most noticeably by good 
calibration, including an accounting of ENSO’s ob-
served seasonal phase locking (e.g., Zaliapin and Ghil 
2010). Statistical models have historically performed 
well for ENSO predictions that escape the need to 
predict new ENSO evolution or phase transitions 

associated with the northern spring predictability 
barrier.

Establishing statistical significance of skill differ-
ences between dynamical and statistical models for 
specific times of the year is difficult for a 9-yr study 
period. However, while there is only a small time 
sample, the fairly large number of models can be used 
to help overcome the short period length if we accept 
this 9-yr study period as a fixed condition.

Models are ranked by correlation skill for each 
season and lead time separately, using the 9-yr sample. 
Systematic differences in the ranks of the dynamical 
and statistical models are identified using the Wilcox-
on rank sum test. Additionally, the average correlation 
of the dynamical and statistical models is compared 
using a standard t test, applied to the Fisher Z equiva-
lents of the correlations. The p values resulting from 
these two statistical approaches are shown in Table 4. 

Table 4. Statistical significance results (two-sided p values), by target season and lead time, for differences 
in temporal correlation skill of dynamical versus statistical models: (top) Wilcoxon rank sum test for 
correlation skills, and (bottom) t test of difference in means of Fisher Z equivalents of the correlations 
skills. Entries statistically significant at the 0.05 level are shown in bold. Negative sign indicates cases 
when statistical models have higher ranks (or means) than dynamical models. The p values are shown to 
3 decimal places when p < 0.005; 0.000 indicates p value <0.0005.

Wilcoxon rank sum test (field significance p = 0.034)

Lead DJF JFM FMA MAM AMJ MJJ JJA JAS ASO SON OND NDJ All

0 0.32 0.19 0.76 0.28 0.01 0.01 0.09 0.95 0.22 0.41 0.95 0.76 0.70

1 0.88 0.25 0.22 0.32 0.06 0.003 0.02 0.17 −0.68 0.34 0.68 1.00 0.64

2 1.00 0.76 0.32 0.19 0.17 0.04 0.01 0.01 0.54 −0.73 0.38 0.94 0.22

3 1.00 −0.93 0.32 0.14 0.36 0.19 0.14 0.01 0.01 0.25 1.00 −0.74 0.12

4 −0.33 −0.37 0.79 0.29 0.48 0.48 0.18 0.25 0.01 0.004 0.36 −0.21 0.16

5 −0.09 −0.29 −0.40 0.67 0.92 0.60 0.67 0.30 0.34 0.03 0.002 0.92 0.21

6 0.60 −0.60 −0.75 1.00 0.40 0.46 0.75 −0.83 0.75 0.46 0.05 0.05 0.25

7 0.02 1.00 −0.35 1.00 −0.64 0.20 0.82 0.91 0.70 0.73 0.25 0.03 0.35

8 0.05 0.02 1.00 −0.52 −0.44 1.00 0.19 −0.61 −0.66 −0.88 1.00 0.05 0.61

t test for mean difference (field significance p = 0.026)

Lead DJF JFM FMA MAM AMJ MJJ JJA JAS ASO SON OND NDJ All

0 0.27 0.19 0.65 0.22 0.003 0.001 0.06 0.48 0.41 0.65 0.74 0.46 0.49

1 0.50 0.37 0.12 0.16 0.04 0.000 0.01 0.10 −1.00 0.32 0.73 −0.85 0.29

2 −0.90 0.54 0.33 0.06 0.23 0.04 0.001 0.01 0.16 −0.86 0.29 0.93 0.12

3 −0.98 0.65 0.13 0.13 0.71 0.20 0.07 0.002 0.001 0.11 −0.90 −0.65 0.09

4 −0.35 −0.39 0.82 0.40 0.26 0.78 0.29 0.12 0.002 0.000 0.22 −0.19 0.11

5 −0.16 −0.47 −0.31 0.56 −0.93 0.55 0.87 0.17 0.18 0.004 0.001 0.66 0.18

6 0.34 −0.80 −0.73 −0.62 0.34 0.30 0.70 0.97 0.66 0.28 0.01 0.02 0.18

7 0.01 0.37 −0.39 −0.60 −0.67 0.26 0.42 0.65 0.42 0.51 0.17 0.01 0.15

8 0.04 0.02 0.52 −0.37 −0.45 −0.83 0.13 0.77 0.48 0.66 0.70 0.29 0.34
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Although the difference-in-means test yields slightly 
more strongly significant results than the rank sum 
test, the season/lead patterns of the two approaches 
are similar. Significant differences are found at short 
lead time for the target periods near May–July, the 
seasons just following (and most strongly affected 
by) the northern spring predictability barrier. This 
significance pattern migrates to later target periods 
with increasing lead time, following the target periods 
corresponding to the fixed forecast start times of April 
or May. For forecasts whose lead times do not traverse 
the northern spring barrier, statistical versus dynami-
cal skill differences are not significant.

Although significant differences are noted for 
specific seasons and leads, there is a multiplicity of 
candidate season/lead combinations, and 5% of the 
108 candidates (i.e., 5 or 6 of them) are expected to be 
significant by chance. In the case of the Wilcoxon test, 
20 entries are significant, and 10 are significant at the 
1% level. For the difference-in-means test, 20 entries 
are significant and 15 are significant at the 1% level. 
To assess the field significance of the collective results 
(Livezey and Chen 1983), Monte Carlo simulations 
are conducted in which the model type is randomly 
shuffled 5,000 times, maintaining the actual number 
of dynamical and statistical models for the given lead 
time, and the set of local significances is regenerated. 
Using the sum of the Z or t values of all 108 cells as 
the test statistic, the percentage of the 5,000 random-
ized cases that exceeds the actual case is determined. 
The Z or t values are taken as positive when the cor-
relation of the dynamical models exceeds that of the 
statistical models, and negative for the opposite case. 
The resulting field significances are 0.034 and 0.026 
for the Wilcoxon rank test and t test, respectively, 
indicating significantly low probabilities that the 
set of local significances occurred accidentally. This 
finding suggests that the circumstance under which 
local significance is found, namely forecasts impacted 
by the northern spring predictability barrier being 
more successful in dynamical than statistical models, 
is meaningful and deserves fuller explanation.

A likely reason that dynamical models are better 
able to predict ENSO through the time of year when 
transitions (dissipation of old events and/or devel-
opment of new events) typically occur is their more 
effective detection, through the initial conditions, 
of new evolution in the ocean–atmosphere system 
on a relatively short (i.e., intramonth) time scale—
evolution that may go unnoticed by statistical models 
that use monthly or seasonal means for their predictor 
variables. Additionally, dynamical models are capable 
of nonlinear compounding effects of anomaly growth 

due to their time-marching design using small time 
steps, enabling fast evolution. While the details of 
such rapidly evolving scenarios indicated in a single 
model run may not have a high probability of actu-
ally occurring, consideration of predictions from an 
ensemble of many runs helps to define such prob-
abilities. Statistical models might be able to compete 
better against dynamical models if they used finer 
temporal resolution, such as weekly means. Although 
use of coarser temporal resolution reduces noise and 
may serve a purpose similar to using large ensembles 
in dynamical models, there are circumstances under 
which rapid recent evolution on shorter time scales is 
crucial to successful prediction.

Statistical models need long histories of predic-
tor data to develop their predictor–predictand 
relationships. This need presents a problem in using 
the three-dimensional observations in the tropical 
Pacific, such as the data from the Tropical Atmo-
sphere Ocean–Triangle Trans-Ocean Buoy Network 
(TAO-TRITON) array (McPhaden et al. 1998), which 
dates from the 1990s. [However, some subsurface 
tropical Pacific data date back 10 or more years 
earlier in the eastern portion of the basin, and are 
available in the NCEP Global Ocean Data Assimila-
tion System (GODAS) product.] This shorter data 
history precludes robust empirical definition of their 
predictive structures, and thus they are often omit-
ted in statistical models. Although comprehensive 
dynamical models require a data history sufficient 
for verification and as a basis for defining anomalies, 
such a history is not basic to their functioning, and 
real-time predictions are able to take advantage of 
improved observing systems as they become avail-
able, potentially resulting in better initial conditions. 
While use of such crucial data suggests that dynamical 
models should be able to handily outperform statisti-
cal models, dynamical models have been burdened 
by problems such as initialization errors related to 
problems in data analysis/assimilation, and biases or 
drifts stemming from imperfect numerical represen-
tation of critical air–sea physics and parameterization 
of small-scale processes. As these weaknesses have 
improved, some comprehensive dynamical models 
have begun demonstrating their higher theoretical 
potential, and although they are much more costly 
than statistical models their performance may con-
tinue to increase (Chen and Cane 2008).

Real-time predictive skill versus longer-period hindcast 
skill. Because 9 years is too short a period from which 
to determine predictive skill levels with precision 
(Table 3), one reasonably might ask to what extent the 
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performance levels sampled here could be expected 
to hold for future predictions. To achieve more 
robust skill estimates, a commonly used strategy is to 
increase the sample of predictions by generating ret-
rospective hindcasts—“predictions” for past decades 
using the same model and procedures as in real time, 
to the extent possible. Cross-validation schemes are 
often used with statistical models, where varying 
sets of one or more years are withheld from the full 
dataset, and the remaining years are used to define 
the prediction model, which then is used to forecast 
the withheld year(s) (Michaelsen 1987). However, this 
sequential withholding technique can result in a neg-
ative skill bias under low skill conditions (Barnston 
and Van den Dool 1993) and/or a positive skill bias 
when information “leaks” into the training samples 
because some predictors or parameters have been 
selected using the same (or a similar) full dataset. In 
practice, there is no comparable procedure applied in 
dynamical model development, and model parameter 
choices are often made using the same data used to 
evaluate skill.

Fourteen of the 20 models whose 9-yr real-time 
forecast performance was discussed above (6 dynami-
cal, 8 statistical) have produced hindcasts available to 
this study for the approximately 30-yr period of 1981 
(or 1982) to 2011. To assess the consistency of their 
skills during the longer period and the 9-yr period 
of real-time predictions, the temporal correlation 
between hindcasts and observations is examined as 
a function of target seasons and lead time. Figure 14 
shows a comparison of the correlation skills for the 
9-yr real-time predictions (as in Fig. 5) and the 
30-yr hindcasts for the subset of models having both 

datasets. Although the correlation plots are roughly 
similar, inspection shows generally higher hindcast 
skill levels for all of the models. Why do the hindcasts 
have higher skills? One explanation is that the 2002–11 
period may have been more difficult to predict than 
most of the longer period. Another explanation is that 
skills tend to be higher in hindcasts than in real-time 
predictions because the cross-validation design may 
still allow inclusion of some artificial skill.

To assess the relative difficulty of the recent 9-yr 
period, the time series of uncentered correlation 
skills9 of sliding 9-yr periods, each phased 1 yr apart, 
are examined for the 22 running periods within 
1981–2010. The resulting time series of correlation 
are shown in Fig. 15 (top), for lead times of 3 months 
and 6 months. It is clear that for all models, and for 
both lead times, the 2002–10 period, as well as the 
early to middle 1990s, posed a greater predictive chal-
lenge than most of the last three decades. As noted 
earlier, distinguishing features of the 2002–11 period 
have been 1) a lower amplitude of variability (no very 
strong events; Table 2); and 2) greater consecutive year 
alternations between El Niño and La Niña (Fig. 3). The 
former feature may be expected to reduce the upper 
limit of correlation skill by reducing the signal part 
of the signal-to-noise ratio. If the noise component 
remains approximately constant, and signal strength 
is somewhat restricted as during 2002–10, then the 
correlation is reduced. The bottom inset of Fig. 15 
(top) shows the 9-yr running standard deviation of 
the observed Nino-3.4 SST anomalies, with respect 
to the 1981–2010 mean. The correlation between the 
running standard deviation and the model aver-
age skill is about 0.8 for both 3- and 6-month lead 

Fig. 14. Temporal correlation between model forecasts and observations as a function of target season and 
lead time for (top) real-time forecasts (as in Fig. 5) and (bottom) hindcasts for the 1981–2010 period for models 
having long-term hindcasts. The thick solid contour shows the 90% significance level, the dashed contour the 
95% level, and the thin solid contour the 99% level for sample sizes of (top) 9 and (bottom) 30.

9 For the uncentered correlation, the 9-yr means are not removed, so that standardized anomalies with respect to the 30-yr 
means, rather than the 9-yr means, are used in the cross products and the standard deviation terms.
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predictions, confirming a strong relationship between 
signal strength and correlation skill.

The average of the anomaly of the 2002–11 correla-
tion with respect to that over 1981–2010 is approxi-
mately −0.14 (0.61 vs 0.75) for 3-month lead forecasts 

and −0.23 (0.42 vs 0.65) for 6-month lead forecasts. 
The −0.23 “difficulty anomaly” for 6-month lead 
forecasts is of greater magnitude than the deficit 
in skill of the real-time predictions during 2002–11 
compared with the approximately 0.6 skill level 

found in earlier studies, suggesting 
that today’s models would slightly 
(and statistically insignificantly) 
outperform those of the 1990s if the 
decadal f luctuations of the nature 
of ENSO variability were taken into 
account.

To examine the signal versus skill 
relationship with more temporal 
precision, a 3-yr time window is used 
in Fig. 15 (bottom), the bottom inset 
again indicating the running stan-
dard deviation. Within the 2002–10 
period, the subperiod of 2003–07, 
in between the 2002/03 El Niño and 
the 2007/08 La Niña, is a focal point 
of low skill and low variability. The 
correlation between the 3-yr run-
ning standard deviation and model 
average skill is about 0.78 for both 
3- and 6-month lead predictions, 
confirming a strong linkage between 
signal strength and correlation skill 
with higher temporal resolution.

A second cause of the recent 
real-time predictions having lower 
correlation skill than the 30-yr hind-
casts is that using a period for which 
the verifying observations exist may 
permit inclusion of some artificial 
skill not available in real-time pre-
dictions. Attempts to design the 
predictions in a manner simulating 
the real-time condition (e.g., cross 
validation) reduce artificial skill, but 
subtle aspects involving predictor se-
lection within a finite group of com-
monly used datasets often prevent 
its total elimination. A completely 
retroactive design, in which training 
only on years earlier than the year 
being forecast is permitted, may be 
a purer simulation of the real-time 
situation. Another impediment to 
the skill of real-time predictions 
includes such unavoidable incon-
veniences as delays in availability 
of predictor or initialization data, 

Fig. 15. (top) Time series of uncentered correlations between pre-
dictions of given individual models and observations for sliding 9-yr 
periods, phased 1 yr apart, for the 21 or 22 running 9-yr periods within 
1981–2010. Correlations for forecasts at lead times of 3 months (thick 
lines) and 6 months (thin lines) are shown. Inset below main panel 
shows the standard deviation of observed SST anomalies for each 
sliding 9-yr period, with respect to the 1981–2010 mean. (bottom) 
As at top, except for sliding 3-yr periods for the 27 or 28 running 3-yr 
periods within 1981–2010.
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computer failure or other unforeseen emergencies, 
or human error. While this factor may seem minor, 
experience with the ENSO prediction plume has 
shown that such events occur more than once in a 
while.

Target period slippage was found in the real-time 
predictions, and one reasonably might expect it to 
appear in the longer-term hindcasts also. Figure 16 
compares slippage in the selected models’ hindcasts 
and corresponding real-time predictions and reveals 
a milder degree of slippage in the hindcasts. Could 
this difference be related to the higher average skill 
over the 30-yr period than its most recent 9 years? 
Verifications on sliding 9-yr periods show that 
slippage is greater during periods of lower average 
correlation skill (not shown). This finding suggests 
that slippage is most prominent when total error is 
greatest, which is the case for longer lead times and 
for seasons most impacted by the northern spring 
predictability barrier. When skill is relatively low, 
the models tend to err in the direction of missing the 
onset of new events (or being late in predicting the 
end of events), as opposed to predicting new events 
that turn out to be false alarms or ending events too 
early. In other words, the models are too persistent. 
During very strong events this bias is offset by high 
skill during the period when the event remains at 
high amplitude, since quasi-persistence is then an 
excellent forecast out to a longer lead time than is 
typically the case.

DISCUSSION AND CONCLUSIONS. Veri-
fication of the real-time ENSO prediction skills of 
20 models (12 dynamical, 8 statistical) during 
2002–11 indicates skills somewhat lower than those 
found for the less advanced models of the 1980s 
and 1990s. However, this apparent retrogression in 
skill is explained by the fact that the 2002–11 study 
period was demonstrably more challenging for ENSO 

prediction than most of the 1981–2010 period, due 
to a somewhat lower variability. A similar situation 
is found during the 9-yr period centered on the 
early 1990s. Thirty-year hindcasts for the 1981–2010 
period yielded average correlation skills of 0.65 at 
6-month lead time, but the real-time predictions for 
2002–11 produced only 0.42. The fact that the recent 
predictions were made in real time, in contrast to the 
partially hindcast design in the earlier studies, intro-
duces another difference with consequences difficult 
to quantify but more likely to decrease than increase 
the recent performance measures.

Based solely on the variability of 9-yr correlation 
skills of the hindcasts within the 30-yr period, ENSO 
prediction skill is slightly higher using today’s models 
than those of the 1990s (0.65 vs about 0.6 correla-
tion). Decadal variability of ENSO predictability can 
strongly dominate the gradual skill improvements 
related to real advances in ENSO prediction science 
and models.

Both real-time predictions and hindcasts have a 
tendency to verify with higher skill against observa-
tions occurring earlier than the intended forecast tar-
get period—a tendency that increases with increasing 
lead time. This “slippage” is related to systematically 
sluggish transitions: initiating new ENSO events too 
late and too weakly, and failing to end events on 
time. Slippage is more pronounced during multiyear 
periods of relatively weaker variability and skill, and 
for predictions starting from the time of year when 
ENSO transitions are most likely (March through 
May).

Unlike earlier results, the sample mean of skill 
of the dynamical models exceeds that of statistical 
models for start times between March and May when 
prediction has proven most challenging. Utilizing 
the fairly large numbers of dynamical and statistical 
models, the skill difference between the two model 
types is statistically significant under these seasonal 

Fig. 16. Temporal correlation between model predictions and observations as a function of lag time and lead 
time for (top) real-time forecasts (as in Fig. 12) and (bottom) hindcasts for the 1981–2010 period for models 
having long-term hindcasts. The thick solid contour shows the 90% significance level, the dashed contour the 
95% level, and the thin solid contour the 99% level for sample sizes of (top) 9 and (bottom) 30.
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conditions based on just 9 years of data, accepting this 
2002–11 period as an unbiased and fixed condition of 
the analysis. The skill comparison by model type also 
passes a field significance test for all seasons and leads 
collectively, at the p = 0.03 level. The slightly greater 
dynamical skill is largely attributable to the most 
advanced and costly fully coupled ocean–atmosphere 
prediction systems having highest spatial resolution, 
using today’s most advanced data assimilation sys-
tems for initialization (e.g., Balmaseda and Anderson 
2009), and having the largest set of ensemble predic-
tions. This finding suggests that continued imple-
mentation of better assimilation schemes for more 
realistic initial conditions, more detailed physics, 
higher resolution, and larger ensemble sizes makes 
additional advances in skill likely.

Why are the most comprehensive dynamical 
models found better able to predict ENSO than 
simpler dynamical models or statistical models 
through the time of year when ENSO transitions typi-
cally occur (previous episodes decay, or new episodes 
emerge)? A likely reason is their more effective detec-
tion and usage, through their initial conditions, of 
new information in the ocean–atmosphere system on 
a short (i.e., intramonth) time scale—information that 
may not play a major role in statistical models that 
use longer time means for their predictor variables. 
Statistical models may have potential for higher skill 
if their predictors were designed with finer tempo-
ral resolution. Because funding policy over the last 
two decades has favored dynamical over statistical 
prediction research proposals, the relatively greater 
advances in dynamical model skill is not surprising. 
Thus, while the major global forecast producing 
centers have come out with improved versions of 
their dynamical models every several years, most of 
the statistical models in this study have remained 
fundamentally unchanged over the last decade, 
and several even since the 1980s or 1990s [e.g., 
CPC Markov, CDC LIM, CPC CA, CPC CCA, the 
Colorado State University climatology–persistence 
model (CSU CLIPR), and UBC NNET].

However, aside from the funding preference 
factor, dynamical models are capable of nonlinear 
compounding effects of anomaly growth due to 
their time-marching design using small time steps, 
enabling faster ENSO state evolution than statisti-
cal models. Statistical models need long histories of 
predictor data to develop their predictor–predictand 
relationships, but the three-dimensional observa-
tions across much of the tropical Pacific (e.g. from 
the TAO-TRITON array) began only in the 1990s, 
precluding a robust empirical definition of their 

predictive relationships. Thus, these subsurface 
tropical Pacific predictors may be omitted in some 
statistical models. Comprehensive dynamical 
models require a data history for verification and 
for defining anomalies, but real-time predictions 
are possible without such a history, as data from 
current observing systems are available for their 
initial conditions.

On the other hand, dynamical models still have 
major specific problems such as initialization errors 
due to the details of data analysis/assimilation, and 
biases or drifts stemming from imperfect numerical 
representation of critical air–sea physics and param-
eterization of small-scale processes. As these weak-
nesses have improved, some of the comprehensive 
dynamical models have begun demonstrating their 
higher potential and may eventually prove to be the 
standard in ENSO prediction as they did decades 
ago in numerical weather forecasting. However, 
because of the profound fundamental differences 
between weather prediction and seasonal climate 
prediction, one cannot assume parallel evolutions 
of methodologies. In particular, seasonal climate is 
a large aggregation of running weather activity that 
collectively behaves in a considerably more linear 
fashion than its constituent weather activity, making 
it generally more amenable to statistical modeling 
than daily weather. For this reason, dynamical model 
skill has been slow to exceed statistical model skill in 
seasonal climate and/or ENSO prediction, and there is 
still an important role for statistical/empirical climate 
prediction when dynamical approaches fail to deliver 
useful predictions.

In conclusion, during the recent decade dynami-
cal ENSO prediction models outperformed their 
statistical counterparts to a slight but statistically 
significant extent, primarily because of their better 
forecasts when traversing the northern spring pre-
dictability barrier. While doubt may be cast regarding 
whether the much greater cost of dynamical predic-
tion is worth the benefit in performance, this cost is 
expected to decrease with time as science and engi-
neering continue to advance.
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Radar, radiometer, lidar, and in situ sensors working together aboard the University of 

Wyoming's King Air yield more complete descriptions of clouds than possible when 

combining ground-based remote sensing with airborne in situ measurements. 

P oor understanding of cloud–radiation–dynamics 
 feedbacks results in large uncertainties in 
forecasting human-induced climate changes 

(Soden and Held 2006; Solomon et a l. 2007). 
Improving our understanding of cloud phys-
ics based on observational data is a critical step 
to improve physically based cloud microphysics 

parameterizations for climate and weather models 
(NRC 1998; Randall et al. 2003; Stoelinga et al. 
2003; Fritsch and Carbone 2004; Klein et al. 2009). 
Airborne in situ cloud observations have played an 
important role in advancing our understanding of 
cloud microphysical and dynamic processes by pro-
viding detailed measurements at high temporal and 
spatial resolution (Rangno and Hobbs 1991 and 2001; 
Heymsfield and Miloshevich 1993; Stevens et al. 2003; 
Baker and Lawson 2006; McFarquhar et al. 2007; 
Bailey and Hallett 2009). However, these detailed 
measurements are only available along a line defined 
by the f light path of the aircraft. Interpretation of 
hydrometeor measurements from in situ probes is 
further limited because of their small sample volumes 
ranging from ~1 to ~105 cm3 s−1. The small sampling 
volume, particularly for ice crystals and drizzle drops, 
is an issue when one wishes to study atmospheric 
properties with strong spatial inhomogeneity or low 
concentration (Isaac and Schmidt 2009).

Airborne remote sensing overcomes these weak-
nesses of in situ sampling; however, the measurements 

SINGLE AIRCRAFT INTEGRATION 
OF REMOTE SENSING AND  
IN SITU SAMPLING FOR THE 

STUDY OF CLOUD MICROPHYSICS 
AND DYNAMICS

by zhien Wang, JeFFrey French, gabor Vali, Perry Wechsler, samuel haimoV, alFred rodi,  
min deng, daVe leon, JeFF snider, liran Peng, and andreW l. Pazmany
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ref lect integrated cloud properties, not the size-
resolved distributions of in situ sampling. In addition 
to measures of hydrometeor properties, airborne 
radars provide unique measurements of cloud-, pre-
cipitation-, and cloud-scale dynamics (Hildebrand 
et al. 1996; Heymsfield et al. 1996; Vali et al. 1998; 
Stevens et al. 2003; Damiani et al. 2006; Leon et al. 
2006). Lidars operate at much shorter wavelengths 
than radars and have capabilities to measure aerosols 
and optically thin clouds (McGill et al. 2002; Wang 
et al. 2009). Because these two types of active remote 
sensors, plus radiometers, have different sensitivities 
to particles of different size, it is possible to optimally 
combine multiple remote sensor measurements in 
cloud macrophysical and microphysical property 
retrievals (Wang and Sassen 2001, 2002; Stephens 
et al. 2002).

Integration of the complementary capabilities of 
airborne in situ sampling and remote sensing has 
great advantages for the study of atmospheric pro-
cesses. For example, 2D cross sections of cloud mi-
crophysical properties retrieved from remote sensor 
measurements provide a context to understand 

detailed in situ cloud measurements. The integra-
tion of in situ and remote sensing can be achieved 
with one or more aircrafts in a field campaign. The 
National Aeronautics and Space Administration 
(NASA) Cirrus Regional Study of Tropical Anvils 
and Cirrus Layers–Florida-Area Cirrus Experiment 
(CRYSTAL-FACE; www.espo.nasa.gov/crystalface
/index.html) in 2002 is a great example of multiple-
aircraft remote sensing and in situ sampling inte-
gration. However, even with carefully coordinated 
multiple aircraft flights, CRYSTAL-FACE data dem-
onstrated the difficulty in acquiring spatially and 
temporally collocated data (Wang et al. 2005) with 
multiple aircraft.

Airborne research at the University of Wyoming 
began nearly 50 years ago. Since the mid-1960s, 
researchers at the university have utilized three dif-
ferent aircraft to acquire measurements throughout 
the lower troposphere (Rodi 2011). The University of 
Wyoming King Air (UWKA), the most current air-
craft, is a specially modified Beechcraft Super King 
Air 200T for research in the lower to midtroposphere, 
including cloud physics studies. It was originally 
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Table 1. A list of major cloud physics and aerosol instrumentation on the UWKA.

instrument Capability

Remote sensing

WCR Z
e
 and Doppler velocity

WCL Backscattering coefficient and linear depolarization ratio

GVR LWP and total PWV

In situ sampling (hydrometeor)

DMT CDP Cloud droplet size spectra within 2–50 μm (30 channels)

PMS FSSP
Cloud droplet size spectra [15 channels with lower and upper limits 
typically set at 1.5 and 47.5 μm; Vali et al. (1998)]

PMS OAP-2DC
Two-dimensional particle images [20 channels with lower and upper 
limits set at 25 and 7,000 μm, respectively; Gordon and Marwitz (1984)]

Fast OAP-2DC grayscale with 64 diodes
Two-dimensional particle images (100 channels with bin boundaries 
starting at 13 μm and extending to 2,513 μm in 25-μm increments)

PMS OAP-2DP
Two-dimensional particle images [20 channels with lower and upper 
limits set at 100 and 10,000 μm, respectively; Gordon and Marwitz 
(1984)]

Gerber PVM 100A Cloud liquid water content from droplets up to ~60 μm

DMT LWC100 (hotwire) Cloud liquid water content from droplets up to ~50 μm

Rosemount ice detector Super-cooled liquid water content/icing rate

In situ sampling (aerosol)

TSI CPC3010 (CN counter) Aerosol particle concentrations larger than 15 nm

TSI CPC3025 Aerosol particle concentrations larger than 3 nm

DMT PCASP with SPP200
Aerosol size spectra [30 channels with upper and lower limits set at 0.1 
and 3 μm; Snider and Petters (2008)]

http://www.espo.nasa.gov/crystalface/index.html
http://www.espo.nasa.gov/crystalface/index.html


funded through the U.S. 
Bureau of Reclamation, and 
since its acquisition in 1977 
the UWKA participated in 
experiments throughout 
the United States and in 
many parts of the world, 
funded by numerous federal 
and international agencies. 
Since 1988 the UWKA has 
been operated as a national 
facility through a coopera-
tive agreement between the 
University of Wyoming and 
the National Science Foun-
dation (NSF; www.eol.ucar
.edu/instrumentation).

Over the last two decades there has been a con-
certed effort by investigators from the University 
of Wyoming, funded through NSF, NASA, and the 
Office of Naval Research, to develop a single aircraft 
integration of cloud radar and in situ sampling capa-
bilities for cloud studies (Vali et al. 1995; French et al. 
1999; Galloway et al. 1999). The recent addition of 
the Wyoming Cloud Lidar (WCL; Wang et al. 2009) 
led to a more complete integrated cloud observation 
capability on the UWKA, as part of U.S. NSF-funded 
Lower Atmospheric Observing Facilities (LAOF). The 
Wyoming Cloud Radar (WCR) and the WCL are also 
available for deployment on the NSF–National Center 
for Atmospheric Research (NCAR) C130 research 
aircraft. Further, the development of a 183-GHz 
microwave radiometer (Pazmany 2007) and its initial 
airborne testing on the UWKA and the NSF-C130 
aircraft demonstrated the potential for an even more 
expanded capability. Clearly, the integration of in situ 
and remote sensors on a single aircraft offers impor-
tant advantages from an economic and logistical point 
of view and allows sampling in fixed spatial relation 
to nonstationary meteorological features. More im-
portantly, as illustrated by examples herein, it offers a 
new capability for cloud and precipitation studies.

In this paper we present analyses from the 
integrated remote sensing and in situ capability 
developed for the UWKA. In this context we pres-
ent five examples from the Wyoming Airborne In-
tegrated Cloud Observation (WAICO) experiment, 
a field campaign designed to explore these new 
capabilities. A sixth example from the Variability of 
the American Monsoon System (VAMOS) Ocean–
Cloud–Atmosphere–Land Study (VOCALS) high-
lights how this capability can be used on the NSF–
NCAR C130 to study different cloud systems.

instRUMEntAtion. The UWKA team has 
continually developed new observational capabilities 
(Rodi 2011) and has most recently evolved as an air-
borne platform with integrated remote sensing and 
in situ sampling capabilities for cloud and boundary 
layer study. Table 1 provides a list of major cloud 
instrumentation available in UWKA, and Fig. 1 
presents a schematic illustration of the instrument 
configuration.

Wyoming Cloud Radar (95 GHz). The WCR (http://
atmos.uwyo.edu/wcr) is a 95-GHz polarimetric 
Doppler radar utilizing a high-power klystron 
amplifier to provide up to 2 kW of transmit peak 
power. A user-controlled and programmable W-band 
transmit–receive electronic switching network is used 
to transmit and receive through up to four antennas, 
as illustrated in Fig. 1. The side antenna beam can 
be redirected to an upward-pointing beam via an 
external motorized reflector.

The first deployment of the WCR was in the Small 
Cumulus Microphysics Study (SCMS) in 1995 (French 
et al. 1999, 2000) and the Coastal Stratus/Marine 
Stratocumulus Study (CS) later that same year (Vali 
et al. 1998). Since that time, the WCR participated 
in an additional 35 studies, initially as a principal 
investigator (PI)-supported instrument and as part 
of the UWKA NSF LAOF since 2004. The WCR con-
tinually evolved since its inception as a single-antenna 
analog radar to today’s multiantenna low-noise radar 
with digital receiver. The original radar was replaced 
with the current version of WCR in the summer of 
2009. The new radar provides 10 dB better detection 
sensitivity and greater capability for recording more 
versatile pulse-pair and polarimetric parameters 
and full Doppler spectra. Table 2 presents the main 
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Fig. 1. A schematic of the UWKA configuration illustrating the location and 
looking directions for the remote sensing instruments WCR, WCl, and GVR. 
the inset shows one set of the wingtip-mounted pods holding the in situ cloud 
physics probes.

http://www.eol.ucar.edu/instrumentation
http://www.eol.ucar.edu/instrumentation
http://atmos.uwyo.edu/wcr
http://atmos.uwyo.edu/wcr


specifications of WCR. A trihedral corner reflector is 
used to calibrate the up/side antenna on the ground. All 
other antennas are calibrated relative to that antenna 
from appropriate weather targets. The absolute accu-
racy of any of the reflectivity products is estimated to 
be better than 3 dB. The sensitivity of the radar varies 
depending on the antenna and the selected acquisition 
mode with values between −25 and −40 dBZ at 1 km. 
Real-time WCR displays are available for the operator 
and others onboard the aircraft.

The multibeam configurations of the WCR pro-
vide near-simultaneous measurements in horizontal 
and vertical planes extending from the aircraft flight 
path. The cross sections of radar reflectivity factor 
(Ze) and Doppler velocity are used to characterize 
cloud and precipitation structure (Pratt et al. 2009; 
Wood et al. 2011a). Doppler measurements from 
the two sideward-pointing and the two downward-
pointing antennas are used to perform dual-Doppler 
synthesis in a horizontal plane at the flight level and 
in a vertical plane along the flight track below the 
aircraft, rendering a high-resolution (on the order of 
50 × 50 m2) two-dimensional depiction of cloud and 
precipitation dynamics (Leon et al. 2006; Damiani 
and Haimov 2006). Because the WCR backscatter 

signal from clouds is proportional up 
to the sixth power of particle size, it is 
dominated by the largest particles. In 
nonprecipitating water clouds, the WCR 
has enough sensitivity to detect returns 
from cloud droplets alone. However, in 
mixed-phase clouds, the WCR provides 
little or no information on the liquid 
portion of the cloud because the signal 
is dominated by often larger but much 
less numerous ice crystals.

Wyoming Cloud Lidar. The WCL is a 
compact polarization lidar that is used 
to obtain vertical profiles of backscatter 
and depolarization ratio. The WCL is 
designed to complement the WCR by 
providing additional cloud macrophysi-
cal and microphysical properties. For 
use on the UWKA, the WCL needed to 
be very compact, with low weight and 
power consumption, and utilize existing 
fuselage ports. The upward-pointing 
WCL (WCL-I) was developed in 2006 
and uses a small port just forward of 
the door. To accommodate the small 
size of the receiver, a flashlamp-pumped 
yttrium aluminium garnet (YAG) laser 

operating at 355 nm is used, providing sufficient 
power to obtain an acceptable signal-to-noise ratio. 
The downward WCL (WCL-II; developed in 2007 and 
2008) uses a small port near the rear of the fuselage. For 
this lidar, a 351-nm-wavelength diode-pumped laser 
was chosen to remain within the envelope of available 
power on the UWKA. These short wavelengths achieve 
eye-safe operations and provide stronger signal-to-
noise ratios for molecular signals compared to lidars 
operating at visible or near-infrared wavelengths.

The laser head is integrated with the transmit-
ting and receiving optics into a compact package. 
This compact design makes it suitable for aircraft 
installation and provides high mechanical stability 
to maintain optical alignment. The optical alignment 
for the short-range overlap function is designed to 
minimize strong short-range signals, but the receiver 
will still saturate under the conditions of a strong sig-
nal (Wang et al. 2009). Very recent improvements in 
the WCL use two detectors for the parallel or perpen-
dicular signals, increasing the dynamic range of the 
instrument. The WCL relies on a high-speed analog/
digital (A/D) card to provide along-beam resolutions 
of 3.75 m or better. Resolution along the aircraft flight 
track (across beam) depends on the number of shots 
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Table 2. WCR specifications.

Transmit frequency | Wavelength 94.92 GHz | 3.16 mm

Pulse width | Pulse repetition frequency 
(PRF)

100–500 ns | 1–20 kHz

Antennas Aperture | beamwidth

• Side or up (beam 1) 0.305 m | 0.7°

• Side fore (~35°, beam 3) 0.305 m | 0.7°

• Down (near nadir, beam 2) 0.457 m | 0.5°

• Down fore (~30°, beam 4) 0.381 m | 0.6°

Receiver channels 2

• Outputs Digital (12 bits)

• Dynamic range 65 dB

• Noise figure 5 dB

Sampling rates

• Along beam Minimum 7.5 m

• Along flight Minimum ~3m

Doppler radial velocity processor

• Pulse pair 1st & 2nd moments

• Fast fourier transform (FFT) spectrum 16–512 spectral lines

Maximum unambiguous Doppler velocity ±15.8 m s−1 at 20 kHz PRF

Maximum measurement range ~ 10 km

First usable range gate ~ 100 m



that must be averaged to achieve the desired signal-to-
noise ratio, and typical values are 5–20 m. The WCL’s 
first usable range gate is at about 30 m away from the 
aircraft. Wang et al. (2009) provide additional details 
about WCL-I and its measurement capabilities for 
clouds and aerosols.

The short operating wavelengths of the WCL allow 
detection of weak molecular and aerosol signals. 
For clouds, the WCL has considerably weaker de-
pendence on particle size than the WCR. Therefore, 
in precipitating water clouds and in mixed-phase 
clouds, the WCL signal is often dominated by small 
cloud droplets. However, WCL signals can be quickly 
attenuated by optically thick water clouds. These 
characteristics of cloud signals from the WCL com-
plement those of the WCR and offer improved cloud 
characterization capabilities by combining them 
(Wang and Sassen 2001, 2002; Wang et al. 2009).

G-band water vapor radiometer. A pod-mounted 
G-band water vapor radiometer (GVR) was developed 
by ProSensing, Inc. (Pazmany 2007). The installation 
on UWKA is shown in Fig. 1. The GVR measures 
brightness temperature using four double-sideband 
receiver channels, centered at 183.31 ±1, ±3, ±7, and 
±14 GHz, at a rate of 24 Hz. Precipitable water vapor 
(PWV) and liquid water path (LWP) are estimated 
from the measured brightness temperatures and 
flight-level temperature based on a neural network 
trained with PWV and LWP computed from an 
atmospheric model generated using simulated liquid 
clouds combined with radiosonde data collected over 
a 7-yr period in Albany, New York (Pazmany 2007). 
Due to the high absorption rates of water vapor and 
liquid water near 183 GHz, the GVR has much greater 
sensitivity to detect LWP from aircraft or in cold 
regions than conventional microwave radiometers 
operating at 23 and 31 GHz. However, increased 
sensitivity comes at the cost of reduced dynamic 
range and at these high frequencies the receiver will 
saturate at lower water vapor contents leading to an 
inability to independently retrieve PWV and LWP 
in warm, high water content regions, such as the 
subtropics (Payne et al. 2011; Zuidema et al. 2011). 
PWV and LWP, combined with vertical resolved 
WCR and WCL measurements, are used to study the 
microphysical properties of mixed-phase and driz-
zling water clouds.

The first aircraft installation and testing of the 
GVR was on the National Research Council Canada 
(NRC) Convair 580 in 2007. Following that, the 
GVR was installed and tested on the UWKA for 
WAICO in early 2008. It was then installed on the 

NSF–NCAR C130 as part of VOCALS (Zuidema et al. 
2011). Since VOCALS, this tested GVR is no longer 
available. However, the technology to build such an 
instrument still exists and the examples presented 
in the “Observation and retrieval samples” section 
highlight the utility of this instrument, particularly 
in concert with other remote sensors.

In situ cloud probes. The UWKA is designed to be a 
flexible and highly configurable platform depending 
on the mission objectives of a given project. The 
UWKA facility maintains a standard suite of instru-
ments that are capable of providing size-resolved 
particle distributions from ~0.1 µm to several mil-
limeters. The UWKA carries four wingtip-mount 
Particle Measuring Systems, Inc. (PMS), canisters 
for mounting many of the standard probes for in situ 
cloud physics measurements. The selection of specific 
probes depends on the measurement requirements 
of the program coupled with the power, space, and 
weight limitations dictated by the overall instrument 
package. “Standard” cloud physics instruments main-
tained by the facility include the PMS Forward Scat-
tering Spectrometer Probe (FSSP), and optical array 
probe (OAP) 2D cloud (2DC) and 2D precipitation 
(2DP) probes (see Table 1), all of which are relatively 
well-characterized instruments with known limita-
tions (Korolev et al. 2011). Recent additions to the 
instrument suite include the Droplet Measurement 
Technologies, Inc.’s (DMT’s) cloud droplet probe 
(CDP; Lance et al. 2010), which replaces the FSSP 
with a much smaller and less power-consuming pack-
age that is much less susceptible to shattering con-
tamination of measured particle size distributions. 
A fast OAP-2DC grayscale similar to the DMT cloud 
imaging probe (CIP), with 64 diodes and 25-µm-
resolution duplicates, significantly improves upon 
the measurements provided by the standard 2DC. To 
complement the direct particle measurements, two 
additional instruments—the Gerber particle volume 
monitor (PVM) 100A (Gerber et al. 1994) and DMT 
liquid water concentration (LWC) 100—provide bulk 
measurements of cloud liquid water content, and 
the Rosemount ice detector provides icing rate and 
an additional estimate of supercooled cloud liquid 
water content.

Cloud microphysical measurements may be com-
plemented by aerosol microphysical measurements 
with the TSI condensation particle counter (CPC) 
3025 for ultrafine nuclei and the TSI CPC 3010 for 
condensation nuclei (CN). Both instruments pro-
vide total aerosol concentration for particles greater 
than 3 and 15 nm, respectively. Size-resolved aerosol 
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distributions from 0.1 to about 3 µm are provided 
by a DMT passive cavity aerosol spectrometer probe 
(PCASP)-100.

In addition to facility-maintained instruments, 
the UWKA has extensive capability to integrate 
instruments belonging to outside groups. For 
example, a deep-cone Nevzorov probe (Korolev 
et al. 1998) was used to obtain redundant hotwire 
cloud LWC and IWC measurements in shallow, 
precipitating mixed-phase clouds. A closed-path laser 
hygrometer (CLH; Davis et al. 2007) was successfully 
used to retrieve total condensed water in ice clouds 
and mixed-phase clouds within orographic winter 
clouds. Probes capable of either using existing fuse-
lage ports (for internal instruments) or existing PMS 
canisters are the simplest to accommodate.

As with all aircraft, the UWKA is limited by 
volume, weight, and power. Many additional in situ 
instruments that are available on larger aircraft are 
not available on the UWKA. For that reason, it was 
important to develop the remote sensing capability 
such that it could be transferred to other aircraft. As 
part of the NSF LAOF, the WCR and WCL can and 
have been mounted on the NSF–NCAR C130, a plane 
with significantly greater payload capacity and longer 
duration than the UWKA.

fiElD EXPERiMEnts. WAICO experiment. The 
WAICO experiment was conducted during February–
March 2008 and 2009 in southeastern Wyoming. The 
objective of the study was to develop and demonstrate 
new cloud observation capabilities by first integrating 
remote sensors and in situ probes on the UWKA and, 
second, by obtaining measurements in mixed-phase 
clouds during late winter and early spring.

The first task is to meet the project objectives 
centered on installing the newly developed WCL and 
GVR with the WCR while maintaining a full comple-
ment of in situ probes. Successful integration of these 
instruments on the UWKA required novel solutions 
to minimize operating power requirements. During 
the WAICO experiments we were able to operate 
the WCR, WCL, and GVR with the Gerber PVM, 
FSSP, 2DC, and 2DP for cloud observations and the 
PCASP and CPC for aerosol size and concentration. 
Broadband radiation measurements were available 
from upward- and downward-looking pyranom-
eters [Eppley precision spectral pyranometer (PSP), 
0.29–2.8 μm], and pyrgeometers [Eppley precision 
infrared radiometer (PIR), 3.5–50 μm].

The second task was to collect data for the develop-
ment and validation of combined WCR–WCL–GVR 
cloud retrieval algorithms. Modified versions of the 

ground-based multisensor algorithms created for air-
borne applications are required thorough validation. 
The WAICO flight patterns were developed and cloud 
targets were selected to collect proper data for this 
algorithm development and validation.

The third task was to collect data to study mixed-
phase clouds. Compared to water- and ice-phase 
clouds, mixed-phase clouds are more complicated and 
their characteristics are less well quantified. During 
the WAICO experiments, we collected data from 
mixed-phase stratiform and wave clouds over a range 
of cloud temperatures and aerosol conditions.

VOCALS. VOCALS was conducted in fall 2008 off 
the coast of northern Chile over the northern extent 
of the South Pacific Ocean around 20°S latitude. 
VOCALS was a large, international effort to observe 
critical components of the coupled climate system 
of the South Pacific (Wood et al. 2011b). The NSF–
NCAR C130 was one of five aircraft that were used to 
study the coupling of the chemistry, ocean, and clouds 
within the study area. The WCR, WCL-I, and GVR 
were installed on the C130 to complement the in situ 
measurements package for VOCALS (Zuidema et al. 
2011). Cloud observations from VOCALS consisted 
entirely of liquid, marine stratocumulus in the sub-
tropical boundary layer. The observations contained 
both precipitating (drizzle) and nonprecipitating 
clouds with generally low droplet concentrations. 
These conditions are a stark contrast to those from 
WAICO.

o B s E R VAt i o n  A n D  R E t R i E VA l 
EXAMPlEs. Here we present examples from 
WAICO and VOCALS illustrating our new capabili-
ties for observing clouds and for diagnosing processes 
occurring within them, that is, heterogeneous and 
homogeneous ice nucleation, drizzle, and cloud-
scale dynamics. The first four examples focus on 
microphysics of cold clouds from WAICO. The fifth 
example illustrates use of a similar capability but for 
a marine stratocumulus cloud in VOCALS. The last 
example illustrates the capability of retrieving cloud 
dynamics properties from a WAICO case.

Wave cloud. With its relatively simple airflow struc-
ture (Heymsfield and Miloshevich 1993), wave 
clouds are one of the best natural targets for cloud 
microphysical processes study. Figure 2 presents 
data from a pair of wave clouds sampled during the 
WAICO experiment. The flight-level temperature is 
about −25°C. In the upwind region of the first wave 
(left side of Fig. 2), WCR Ze is due to new ice formation 
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with a gradual increase in response to growth of the 
ice crystals throughout the cloud. The Ze is continu-
ous from the descending part of the first wave to the 
inflow of the second due to ice particles that survive 
sublimation and enter the updraft of the second wave. 
High attenuation and weak depolarization of the lidar 
signal (Figs. 2b,c) just above flight level indicate that 
liquid droplets were present in the rising portions of 
the waves. Deeper penetration of the lidar beam and 
high depolarization ratios reveal where in the sinking 
portions of the waves the water droplets evaporated 
and only ice was present. In those regions, the ice 
water content can be retrieved from the combination 
of WCR and WCL signals (Deng et al. 2008).

At the flight level, 2DC and FSSP 
measurements (Figs. 2d,e) yield size 
distributions of ice crystals and water 
droplets. The size distributions of 
water droplets are quite narrow be-
cause of the short growth time avail-
able in the cloud. Ice particles were de-
tected a little later than liquid droplets 
in the first wave. In the second wave 
ice is detected right from the moment 
of entering the second wave. These 
in situ details are consistent with the 
WCR and WCL measurements. The 
broad FSSP distributions that appear 
in the downwind tails of the waves are 
artifacts resulting from shattering of 
large ice particles (Korolev and Isaac 
2005). The PCASP (Fig. 2f) provides 
aerosol size distributions outside of 
cloud to better link cloud and aerosol 
microphysical properties. However, 
the in-cloud PCASP measurements 
seen here seem to be affected by the 
presence of ice crystals and perhaps 
also by the detection of partially dried 
hydrometeors (Strapp et al. 1992).

The in situ vertical velocity and the 
deduced LWP shown in Fig. 2g con-
firm the relatively simple dynamic 
structure of the waves and show that 
the maximum in LWP coincides, as 
expected, with the crest of the wave. 
The lower LWP maximum in the 
second wave is associated with the 
higher ice concentration there and 
the greater vapor uptake by these 
crystals via the Bergeron–Findeisen 
process. Although there are many 
potential sources of uncertainties in 

GVR retrievals (Payne et al. 2011; Zuidema et al. 2011), 
the close-to-zero LWPs during liquid-free regions 
and relative variations of LWP in these wave clouds 
indicated that GVR LWP retrievals for these colder 
clouds are reliable.

Heterogeneous ice nucleation in wave clouds. Ice gen-
eration in clouds present a grand challenge to model 
cloud radiative impacts and precipitation formation. 
There are large uncertainties in parameterizing 
heterogeneous ice nucleation (DeMott et al. 2010). 
With the integrated airborne cloud observation 
capability, we offer new opportunities to study these 
phenomena.
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Fig. 2. A wave cloud train sampled by UWKA on 28 feb 2008: (a) 
WCR radar reflectivity (the white gap indicates a zone near the air-
craft without measurements), (b) WCl-i power, (c) WCl-i linear 
depolarization ratio (uncalibrated), (d) 2DC number concentration 
(N) for each bin [plotted as 10log(N)], (e) fssP number concen-
tration (N) for each bin [plotted as 10log(N)], (f) PCAsP number 
concentration (N) for each bin [plotted as 10log(N)], and (g) air 
vertical velocity and GVR-derived lWP. the wind is blowing from 
left to right.



The rate of ice formation and its dependence on 
temperature in mixed-phase clouds is an especially 
perplexing problem. An example of its complexity 
and how it may be studied is illustrated in Fig. 3, 
showing multilayer orographically forced clouds. 
The black contours encompass three distinct regions 
of strong WCL power and low depolarization ratio 
outlining supercooled water-dominated mixed-phase 
layers, with the upwind side of the clouds on the left 
of figure. These three layers are separated by only 
300 m and vary in temperature by only 2°C, with 
the uppermost layer at −31°C. The onset of WCL 
depolarization signal and increased WCR reflectivity 
provides a strong indication of the difference in loca-
tion of the first onset of ice in these layers. Even with 
the small temperature difference between layers, ice 
is generated within about 200 m of the upwind edge 

in the uppermost cloud and more 
than 500 m in the lowermost cloud. 
Further, the stronger depolarization 
signal and WCR ref lectivity from 
the higher clouds suggests greater 
ice number concentration at the 
slightly colder temperatures. These 
data are consistent with a steep rise 
in freezing rate as a function of 
temperature (e.g., Vali 1994, 2008). 
The real-time display of such fines-
cale cloud vertical structure would 
allow investigators to better position 
aircraft for detailed in situ measure-
ments of cloud microphysical and 
aerosol properties.

The synergy of in situ and remote 
sensing sampling within wave clouds 
provides a more complete picture of 
microphysical processes in these 
clouds and lessens the ambiguities 
resulting from in situ sampling 
alone. Combining the velocity in-
formation from in situ and Doppler 
data allows the determination of 
parcel trajectories through wave 
clouds. An example is shown in 
Fig. 4 (top panel) of two trajectories 
(solid red and dashed violet lines) 
overlain on the WCR Ze cross sec-
tion. For each trajectory the par-
cels were intercepted twice by the 
UWKA, on the upwind (left) and 
downwind (right) side of the wave 
at the zero level indicated in the top 
panel. The bottom left panel (Fig. 4b) 

shows ice crystal spectra for both trajectories on the 
upwind (solid) and downwind (dashed) side of the 
wave. Growth to larger sizes is evident, although it 
must be remembered that additional ice nucleation 
along the trajectory is expected as the parcel under-
goes further cooling (bottom right panel, dashed 
lines) and as crystals fall into and out of the parcel. 
WCR Ze along the trajectories is consistent with the 
continued ice generation and growth along the trajec-
tory and can be used to provide additional informa-
tion on these processes. The observed variation of 
Ze along the parcel trajectory (bottom right panel) 
provides further information on the evolution of the 
crystal population. This case demonstrates how the 
combined in situ and remote sensing data provide 
insight, confirmation of expected results, and quan-
titative bases for model comparisons.
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Fig. 3. WCR and WCl observations of ice formation in mixed-phase 
clouds on 8 Mar 2009: (a) WCR Ze, (b) WCl-ii power, and (c) WCl-ii 
depolarization ratio (uncalibrated). the black contour outlines three 
distinct cloud layers; see the text for further explanation.



Homogeneous ice nucleation.
Below approximately −35°C, 
pure supercooled water 
freezes without the aid of ice 
nuclei, but that simple fact is 
complicated by the presence 
of dissolved substances in 
high concentrations, which 
is the case with aerosol 
approaching water satura-
tion. Although the freezing 
rate  for  homogeneous 
nucleation is well defined 
(Jeffery and Austin 1997; 
Pruppacher 1995) and it is 
generally considered to be 
simpler than heterogeneous 
ice nucleation (Cantrell 
and Heymsf ield 2005), 
predicting ice number con-
centration generated from 
the homogeneous nucle-
ation has large differences among 
different approaches (Lin et al. 2002; 
Liu and Penner 2005; Sassen and 
Benson 2000; Karcher and Lohmann 
2003; Barahona and Nenes 2008). 
Field observations of homogeneous 
ice nucleation under different aerosol 
and dynamics conditions are needed 
to improve our capability to reliably 
simulate this process.

Figure 5 shows a case of homo-
geneous ice nucleation in a wave 
cloud observed on 16 March 2009. 
Flight-level temperature was about 
−41°C. In this case WCR Ze is much 
weaker and increases more slowly 
through the cloud than in previous 
examples because of much smaller 
ice crystals. Backscatter from the 
WCL reveals strong attenuation 
throughout the cloud and the WCR 
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Fig. 4. Cloud and air property variations along stream lines: (a) two parcel 
trajectories overlaid on WCR Ze vertical cross section, (b) ice size distribu-
tions intercepted at the flight level for the upwind (solid) and downwind 
(dashed) side of the cloud, and (c) air parcel temperature and Ze along the 
trajectories.

Fig. 5. A wave cloud with homogeneous 
ice nucleation observed on 16 Mar 2009: 
(a) WCR Ze, (b),(c) up and down WCl 
returned power, (d) 2DC number con-
centration (N) [per bin in 10log(N)], 
(e) fssP number concentration (N) 
[per bin in 10log(N)], and (f) vertical 
velocity (left y axis) and lWC from the 
hotwire probe (right y axis).



and WCL signals first appear at the same location 
within the cloud. These combined measurements 
are consistent with large numbers of very small ice 
crystals. The 2DC probe detected very few ice crystals. 
The FSSP suggests high numbers (up to 30 cm−3) of 
small particles, but quantitative interpretation of the 
FSSP spectra for ice crystals is unreliable because of 
differences in the index of refraction of water and ice, 
although the total number concentration should be 
correct. The hotwire LWC signal is not significantly 
different from the clear-air noise value, confirming 
that very little or no liquid was present. An interesting 
feature of this case is the presence of narrow bands 
of strong WCR ref lectivity. These bands occur at 
different temperatures and reveal some nonunder-
stood factors in homogeneous or heterogeneous ice 

nucleation in natural clouds. Further examinations of 
such data on homogeneous ice nucleation may open 
the way to improvements in its parameterization in 
models.

Aircraft-produced ice particles. Adiabatic expansion 
and the resulting cooling near the ends of propeller 
blades can, under the right conditions, lead to the 
homogeneous freezing of supercooled water in clouds. 
Thus, turboprop aircraft, such as the UWKA and the 
NSF–NCAR C130, can produce aircraft-produced 
ice particles (APIPs). Scientists utilizing aircraft for 
studies of cold processes must be cognizant of this 
and develop f light patterns to avoid biasing their 
results because of “artificially” produced ice. Woodley 
et al. (2003) speculate that APIPs led investigators 

to overestimate the development 
and concentrations of ice particles 
in clouds.

Figure 6 presents a case in which 
APIPs are identified from remote 
sensing and in situ measurements. 
The aircraft pass shown in the fig-
ure was along the wind (from left to 
right) and was preceded by another 
in the opposite direction by about 2 
min and 150 m higher up. As seen in 
Fig. 6, the generally smooth Ze struc-
ture of typical wave clouds is punc-
tuated by patches of higher reflec-
tivity in a pattern that is consistent 
with having been generated along 
the previous penetration. One of the 
high Ze patches was sampled with 
the UWKA slightly after 2003 UTC. 
There is a significant local jump in 
ice concentration (2DC data) and 
a corresponding decrease in cloud 
water (FSSP data). At the same time, 
the CN counter shows an order of 
magnitude increase in aerosol con-
centration. These are all consistent 
with the generation of APIPs during 
the earlier pass. Clearly, such studies 
can lead to fuller understanding of 
the process of APIPs generation and 
of its consequences.

Cloud microphysical property retrievals. 
The synergy of multiple remote sen-
sor airborne measurements allows 
for improved cloud microphysi-
cal property retrievals by using 
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Fig. 6. An example of APiP observed in a wave cloud on 27 feb 2008: 
(a) WCR Ze, (b) 2DC number concentration (N) [per bin in 10log(N)], 
(c) fssP number concentration (N) [per bin in 10log(N)], (d) water 
droplet (dashed line) and ice (solid line, x20) concentration (left y 
axis) and Cn concentration (right y axis). the flight-level tempera-
ture is ~ −25°C.



approaches similar to those devel-
oped for ground-based measure-
ments. Table 3 lists the WCR, WCL, 
and GVR measurements needed for 
retrievals of water, mixed-phase, 
and ice cloud microphysical prop-
erties and the related published 
ground-based and satellite retrieval 
algorithms. Because ice clouds are 
optically thin compared with water 
and mixed-phase clouds, combined 
WCL and WCR measurements 
can be used to retrieve the vertical 
profiles of IWC and general effec-
tive radius (Dge). As confirmed by 
Heymsfield et al. (2008), these lidar–
radar approaches can yield reliable 
estimates of ice bulk properties. 
Several ground- and satellite-based 
approaches can be easily modified 
for airborne applications. Wang 
et al. (2009) present an example of 
retrievals of ice cloud microphysical 
properties using WCL and WCR 
measurements and illustrate the ad-
vantages of evaluating the retrieved 
parameters based on combined 
airborne measurements.

For stratiform water clouds with-
out drizzle, combined WCR Ze pro-
files and GVR LWP measurements 
are enough to provide water cloud 
properties (Frisch et al. 1995, 1998; 
Sassen et al. 1999). However, in 
the presence of drizzle, the drizzle 
drops dominate the signal from the 
WCR (Fig. 7a) and also contribute 
to LWP (Vali et al. 1995). In this 
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Table 3. A list of measurements needed to retrieve ice-, water-, and mixed-phase cloud microphysical 
properties.

Measurements ice clouds Water clouds Mixed-phase clouds

IWC and D
ge

LWC , r
eff

 , and drizzle 
property

IWC and D
ge
 for ice phase  

LWC and r
eff

 for water phase

WCL Extinction Extinction Extinction depolarization ratio

WCR Z
e

Z
e

Z
e
 or spectrum

GVR LWP LWP

References

Donovan and van Lammeren (2001),  
Wang and Sassen (2002),  
Heymsfield et al. (2008),  
Deng et al. (2010)

Frisch et al. (1995),  
Sassen et al. (1999),  
O’Connor et al. (2005),  
Wang (2007)

Wang et al. (2004) and  
Shupe et al. (2008)

Fig. 7. WCR and WCl observations of drizzling stratocumulus clouds 
on 28 oct 2008 during the VoCAls field campaign: (a) WCR Ze, (b) 
WCl attenuated backscatter power, (c) retrieved visible extinction 
coefficient, (d) cloud effective radius (μm) above cloud base, (e) drizzle 
effective radius (μm) below cloud base, (f) drizzle number concentra-
tion below cloud base, and (g) layer mean cloud droplet number con-
centration. in (a) and (b), the WCl-identified cloud base (solid lines) 
and the top of useable WCl data (dashed lines) are represented.



case, we must include WCL measurements and/or 
additional assumptions (such as adiabatic clouds) to 
retrieve water droplet as well as drizzle properties. 
Figures 7b,c illustrate how the WCL provides strong 
signals for easily identifying the cloud base from 
using the slope change of the backscattered power 
and extinction (Wang and Sassen 2001). WCL signals 
are attenuated within about 200 m of the cloud base; 
estimates of cloud-top height are provided by the 
WCR.

Many observations have shown that adiabatic 
ascent of cloud parcels is a reasonable assumption 
for most stratiform warm clouds, especially at small 
spatial scales and within the lower parts of clouds 
(Albrecht et al. 1990; Zuidema et al. 2005; Korolev 
et al. 2007), although some uncertainty remains 
because of our inability to accurately measure 
temperature within cloud (Heymsfield et al. 1979). 
With in situ measurements obtained not far below 

the cloud base, the cloud-base temperature can be 
reliably estimated and used to estimate an adiabatic 
LWC profile within about 300 m above the cloud base. 
With the assumption of lognormal size distribution 
of constant width, the lidar-derived cloud extinction 
profiles were combined with LWC profiles to derive 
mean cloud number concentration and effective 
radius profiles (Frisch et al. 1995); the retrieved reff
profiles and mean droplet concentration are pre-
sented in Figs. 7d,g. Drizzle properties were derived 
from the WCR and WCL measurements below the 
cloud base (O’Connor et al. 2005); the retrieved 
drizzle effective radius and total concentration are 
presented in Figs. 7e,f.

Stratiform mixed-phase clouds and drizzling 
stratocumulus have similar vertical structures 
(Wang et al. 2004). A combination of WCL and GVR 
measurements of LWP can be used to characterize 
supercooled water cloud properties. Combining WCR 

and WCL below the mixed-phase 
layer can be used to derive ice-phase 
properties.

Cloud dynamics retrievals. The dual-
Doppler capability of the WCR 
provides a unique tool for the study 
of interactions between cloud-scale 
dynamics and cloud microphysics. 
WCR dual-Doppler measurements 
have been used to investigate cloud-
scale dynamics in marine stratocu-
mulus (Leon et al. 2006) and in much 
more vigorous cumulus congestus 
(Damiani et al. 2006). Figure 8 pres-
ents a similar analysis (Damiani and 
Haimov 2006) of an orographically 
forced convective cloud. Although 
WCL-II signals are quickly attenu-
ated by supercooled water on the 
upwind side (right), the lidar data 
show the upper-cloud boundary and 
glaciation in the downwind side (left) 
well. The WCR measurements show 
details of the spatial variation of Ze
throughout the depth of the cloud. 
Dual-Doppler retrievals of 2D winds 
(Figs. 8c,d; 15 m s−1 mean horizon-
tal wind is removed from the plot) 
reveal dominant upward motion 
on the upwind side and complex 
circulations on the downwind side. 
By overlaying the wind vectors on Ze
(contributed mostly by ice crystals), 
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Fig. 8. WCl (a) backscattered power and (b) depolarization ratio 
from an orographically induced convective cloud. Resultant wind vec-
tors (mean wind has been removed) retrieved from a dual-Doppler 
synthesis and overlain on the (c) WCR Ze field and (d) retrieved 
vertical wind velocity for the same convective cloud.



the relationship between the cloud-scale dynamics 
and precipitation development is depicted.

sUMMARY. The examples presented here demon-
strate successful integration of the WCR, WCL, GVR, 
and the in situ cloud physics and aerosol probes on 
the UWKA and their use on other aircraft, the NSF–
NCAR C130. Combined analyses of the multiple 
remote sensor and detailed microphysical measure-
ments lead to better insights of key processes within 
clouds. We have shown that the remote sensing mea-
surements provide important context for interpreta-
tion of the microphysics measurements and extend 
microphysics measurements away from the aircraft 
and along trajectories for interpreting the evolution 
of hydrometeors within clouds. Because the different 
remote sensors have different sensitivities to particles 
of different sizes, shapes, and phases, the radar–
lidar–radiometer package provides better diagnoses 
of physical processes occurring in clouds than can be 
determined through in situ measurements alone or 
with just one of these remote sensors.

Algorithm development and validation for cloud 
macrophysical properties continues. Cases presented 
here highlight present capabilities for warm and cold 
clouds. Algorithms developed for ground-based and/or 
satellite-based schemes can be adopted to the airborne 
instrument suite and the addition of in situ measure-
ments provides additional constraints for refinements 
of these algorithms for a variety of conditions.

Since the first WAICO campaign in the winter of 
2008, the integrated cloud remote sensing platform 
has been used in six field campaigns, ranging from 
winter orographically forced clouds in the intemoun-
tain west to summer deep tropical convection. The 
WCR and both WCLs, supported through the NSF-
funded LAOF, have been migrated to and are also 
available on the NSF–NCAR C130. That platform 
provides opportunities for other flight missions and 
has the capacity for significantly more and a broader 
range of in situ measurements. In the meantime, 
further development continues on the UWKA. With 
new instruments that are smaller and require less 
power, the UWKA continues to improve its in situ 
cloud microphysics measurements. Expansions of the 
real-time data display capabilities will allow scientists 
to utilize more information in making decisions on 
how best to position the aircraft and optimize the 
observations.
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Radar observations provide a valuable means of investigating questions about ecology, 

abundance, and airborne movement of animals over large spatial and temporal domains, and 

play an important role in the transdisciplinary field of aeroecology.

A n initial surge in developing radar technology 
occurred before and during World War II in 

 response to the need for an improved method 
of detecting and tracking positions of enemy aircraft 
(Buderi 1998). It was rapidly discovered that radar 
systems offered a wide range of applications beyond 
air defense. For example, while engaged in the early 

testing of military radar, researchers began to observe 
backscattered signals associated with regions of pre-
cipitation (Doviak and Zrnić 1993). Moreover, there 
was a noticeable correlation between the power of the 
backscatter to the intensity and the type of precipita-
tion. Today radars play a vital role in meteorology and 
weather forecasting.

It was also during the early phases of radar devel-
opment that scientists reported that some radio wave 
scatter could be attributed to the presence of airborne 
animals, such as birds, bats, and arthropods. Here, we 
refer to this broad category of radio wave scatter as 
“biological scatter” or bioscatter. The earliest account 
in the open scientific literature of radar being used to 
observe bioscatter is found in Lack and Varley (1945). 
Thus, it has been known for more than 60 years that 
radar can be used to study the behavior of f lying, 
or volant, animals in the planetary boundary layer 
and lower free atmosphere (i.e., the aerosphere). A 
brief historical account can be found in Gauthreaux 
(2006).

Radar has been thoroughly integrated into re-
search and operational meteorology; however, the 
same cannot be said for biology. That is not to say 
that radar has not been incorporated into biological 
research. There have been significant advancements 
in ornithology and entomology as a result of radar 

PARTLy CLOUDy wITH A 
CHANCE OF MIGRATION

Weather, Radars, and Aeroecology

by PhilliP b. Chilson, winiFred F. FriCK, JeFFrey F. Kelly, Kenneth w. howard, ronald P. larKin, 
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observations (e.g., Vaughn 1985; Reynolds 1988; 
Bruderer 1997a,b; Gauthreaux and Belser 2003; 
Diehl and Larkin 2005; Larkin 2005) and exciting 
discoveries continue to be made. Furthermore, 
radar observations have contributed extensively to 
the entomology of economically important pests 
and beneficial insects in North America, Europe, 
Africa, Australia, and Asia (Chapman et al. 2011). 
And operational radar has been used for flight safety 
warnings during periods of heavy bird migration 
(van Belle et al. 2007; Shamoun-Baranes et al. 2008). 
However, when one considers the vast networks of 
radars currently in operation around the world, it can 
be argued that this technology has been underutilized 
for ecological research.

Using radar to detect and characterize the pres-
ence and movements of bioscatter is an example of 
the emerging scientific discipline of aeroecology. 
The objective of aeroecology is to broaden our 
understanding about ecological patterns and pro-
cesses that result from the behavior of organisms 
in the aerosphere. These patterns and processes are 
best investigated by integrating disciplines such 
as atmospheric science, Earth science, geography, 
ecology, computer science, computational biology, 
and engineering (Kunz et al. 2008). Monitoring 
and tracking airborne fauna successfully with radar 
requires expertise from many scientific disciplines, 
but especially from atmospheric science, computer 
science, and ecology. The convergence of these 
disciplines with a focus on “radar aeroecology” has 
significant potential for furthering scientific inves-
tigations on diverse research topics including daily 
and nightly dispersal, migratory patterns, foraging 
behavior, distribution and quantification of aerial 
biomass, aerial biodiversity, phenological patterns 
related to climatic variability (Kelly et al. 2012), and 
conservation biology.

Here, we explore the benefits and challenges of 
developing a cohesive radar aeroecology program 
within the United States targeted at observations of 
volant organisms over a variety of spatial and tem-
poral scales. In particular, we focus on data collected 
using the network of U.S. National Weather Service 
(NWS) weather surveillance Doppler radars [Weather 
Surveillance Radar-1988 Doppler (WSR-88D)] 
collectively known as Next Generation Weather 
Radar (NEXRAD) (Serafin and Wilson 2000). The 
NEXRAD network is already being used by some for 
biological research (e.g., Gauthreaux and Belser 1998; 
Russell et al. 1998; Diehl et al. 2003; Kunz and Horn 
2008; Bonter et al. 2009; O’Neal et al. 2010), and radar 
tutorials are available for biologists (Gauthreaux and 

Belser 2003; Diehl and Larkin 2005; Larkin 2005; 
Mead et al. 2010). Moreover, progress is being made 
in the deployment and use of operational weather 
radars for biological studies in other countries (e.g., 
Dokter et al. 2010).

Although the focus of the present discussion is 
on NEXRAD, other radar networks may also have 
valuable potential for biological research. The United 
States maintains and operates terminal Doppler 
weather radars, airport surveillance radars, and air 
route surveillance radars (Weber et al. 2007). These 
could be integrated into biological research (e.g., 
Leshem and Yom-Tov 1996, 1998). A comprehensive 
radar aeroecology program would be able to take 
advantage of existing infrastructure while leveraging 
the rich body of experience in radar technology. In 
fact, we contend that the collective body of NEXRAD 
observations stored as raw and processed data at the 
National Climatic Data Center already represents 
one of the largest biological data archives in the 
world. Here, we present some of the applications of 
radar to aeroecology, discuss some of the challenges 
associated with applying radar to study biological 
targets, and propose the development of a cohesive 
radar aeroecology program within the United States, 
targeted at understanding the movements of vol-
ant organisms over a range of spatial and temporal 
scales.

signifiCAnCe of rAdAr AeroeCology.
As one specific case of how NEXRAD is being used 
to assist biologists, consider the observation of purple 
martins (Progne subis) reported in Russell et al. 
(1998). Purple martins are insectivorous birds that 
feed in flight during the day. They often congregate in 
large roosting colonies prior to and during migration. 
Using NEXRAD data, Russell et al. (1998) identified 
the locations of several martin roost sites, observed 
the daily behavior of these birds, and conducted a 
detailed investigation of daily movement patterns of 
martins from one particular roost in South Carolina. 
As martins disperse from their roosting site and 
begin foraging for food early in the morning, they 
produce a distinctive ring-shaped region of enhanced 
radar reflectivity when visualized on a plan position 
indicator display. An example of roost locations 
and daily dispersal of purple martins is depicted in 
Fig. 1. These data were collected using the WSR-88D 
(KINX) in Oklahoma. The most prominent “roost 
ring” is located about 40 km to the west of the radar, 
near Tulsa, Oklahoma. It has been estimated that this 
particular roost site attracts 100,000–250,000 purple 
martins annually. Flight patterns of the martins and 
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other roosting species produce a 
distinct divergent flow field as seen 
in the Doppler velocity data shown 
in the bottom panel of Fig. 1.

This example illustrates that an 
important biological application 
of NEXRAD is, perhaps ironically, 
what it tells us about the ecology and 
behavior of animals on the ground. 
In circumstances where animals 
are concentrated or unevenly dis-
tributed in the landscape prior to 
initiating f light en mass, weather 
radars operating at low elevation 
angles can map these locations by 
capturing patterns aloft as animals 
enter the airspace (Diehl et al. 2003). 
Using radar for identifying spatial 
distributions and use of terrestrial 
habitats of volant animals promises 
to inform conservation and manage-
ment of such species as bats, migra-
tory birds, and emergent insects. 
Radar observations have further 
potential for assessing the use of 
aerial habitats and quantifying how 
animals use both aerial and terres-
trial landscapes. Research advances 
in radar technology and data mining 
to quantify how flying animals use 
both terrestrial and aerial habitats 
will be informative for both basic 
and applied ecological research 
(Kunz and Horn 2008; Buler and 
Diehl 2009).

Because many species of flying animals perform 
ecological services that aid human society (e.g., 
Abramovitz 1998; Cleveland et al. 2006; Losey 
and Vaughan 2006; Sekercioglu 2006; Bayon and 
Jenkins 2010; Kunz et al. 2011), there are consider-
able economic consequences related to our ability to 
enumerate how these animals use both the airscape 
and the landscape. Radar has been used to detect 
the movements of agricultural pest species directly 
(Leskinen et al. 2011) as well as capture their spatial 
encounters with foraging bats (Westbrook 2008). 
Indeed, the potential to quantify aerial densities of 
bats using radar may directly inform on the efficacy 
of bats as natural biological predators of agricultural 
pest insects. For instance, the economic benefits of 
Brazilian free-tailed bats (Tadarida brasiliensis) to 
cotton growers in the Winter Garden area of Texas was 
estimated at roughly 15% of the total cotton harvest 

(Cleveland et al. 2006). Radar-based monitoring of 
waterfowl populations may guide management deci-
sion in relation to hunting regulations and is already 
being explored as a method of quantifying the effects 
of waterfowl habitat restoration (J. Buler 2011, per-
sonal communication). Although there will always be 
a need for on-the-ground monitoring in species man-
agement and conservation, radar shows promise as 
an effective remote sensing tool for identifying daily 
and migratory behavioral patterns. Efforts to use 
radar in lieu of other more labor intensive monitoring 
techniques may help relieve pressure on strained state 
and federal natural resource budgets.

rAdAr AeroeCology And sCAle 
AnAlysis. The concept of aeroecology promotes 
a broad and integrative approach when investi-
gating the aerosphere and the myriad airborne 

Fig. 1. (top) reflectivity and (bottom) doppler velocity data collected 
on 2 Aug 2009 using the Wsr-88d (KinX) located near tulsa, oK. 
the location of KinX is indicated by the white circle. the departure of 
purple martins from a roosting site resulted in the ring-shaped region 
of echo located just west of tulsa. the doppler velocity data indicate 
radial motion outward from the roost at the center of the ring.
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organisms it supports. The same applies to radar 
aeroecology, which not only encompasses observa-
tions of bioscatter using radio waves but also focuses 
on the spatial and temporal activity of organisms 
that broadly correlate with meteorological events 
over a wide range of temporal and spatial extents. 
Movements of organisms in the aerosphere are also 
likely influenced by innate biological factors as well 
as a variety of meteorological conditions, including 
wind (Walls et al. 2005; Liechti 2006) and weather 
fronts (Shamoun-Baranes et al. 2010). The extent 
to which meteorological factors inf luence volant 
animals (the degree of causality) can also be related 
to scale, as shown in Fig. 2. Although studies have 
examined the role of scale on causal relationships 
between weather and climate and biological systems 
(e.g., Clark 1985; Alerstam 1996; Berthold 1998; 
Peterson et al. 1998; Shamoun-Baranes et al. 2010), 
additional work is needed and would be facilitated 
within the framework of radar aeroecology.

It is common practice in meteorology to catego-
rize certain phenomena according to discrete spa-
tial scales, such as microscale (0–2 km), mesoscale 
(2−2,000 km), and macroscale (2,000 km and larger) 

(Orlanski 1975). These categories can be further 
subdivided into even smaller domains related not only 
to meteorological but also to biological phenomena 
(Westbrook and Isard 1999), including predator–prey 
interactions and other types of foraging behaviors 
with different dimensions depending upon the spe-
cies of interest (Fig. 2). For example, a single bat may 
forage over many kilometers on a given night while 
hunting for aerial insects, but a single predatory event 
may last only a second. Macroscale meteorological 
events, such as storms, likely influence seasonal and 
daily movements of both prey and predators that use 
the aerosphere, whereas microscale meteorological 
events, such as turbulent eddies in the planetary 
boundary layer, could influence the frequency and 
successes of local predatory behavior. At intermediate 
and larger scales, many species engage in nomadic 
wandering and daily and nightly dispersal behaviors. 
Because of the challenges associated with following 
the movements of individuals (particularly volant 
animals), daily, nightly, and seasonal dispersal events 
are among the least well-studied life history phases of 
many species (Andreassen et al. 2002).

Annual migratory behaviors involve seasonal 
movements from warm subtropical or tem-
perate regions to cool temperate regions in 
the spring to avoid limited food resources, 
followed by the return migration in the fall 
to avoid mortality due to cold temperature 
and a lack of food resources (Alerstam 
1990; Fleming and Eby 2003; Newton 2008; 
Cryan and Diehl 2009; Bowlin et al. 2010; 
Faaborg et al. 2010; Robinson et al. 2010). 
Seasonal migration to avoid reduced food 
resources in winter is emblematic of the 
connectedness among meteorological and 
ecological phenomena at seasonal tempo-
ral and spatial scales. Migratory animals 
are also influenced by daily meteorological 
conditions. The effects of the spatial and 
temporal variability of daily, weekly, and 
monthly weather on migration demon-
strate the multiscale complexity of the 
connections between weather, climate, 
and migratory behavior of volant animals 
(Richardson 1978; Sparks et al. 2002).

Adaptation, geography, and climate 
underlie evolutionary, ecological, and 
meteorological phenomena to the extent 
that meteorological conditions influence 
heritable aspects of survival and reproduc-
tion (fitness) of individuals. Although con-
ceptually the multiscale linkages among 

Fig. 2. depiction of the spatial and temporal scales of common 
meteorological phenomena and movement patterns of organ-
isms supported by the aerosphere, which can be observed by 
radar. regions of overlap indicate those scales at which move-
ments of airborne organisms could be influenced by prevailing 
meteorological conditions.
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climate, weather, and animal movement behaviors are 
easy to grasp (Clark 1985), there has been a limited 
ability to empirically test hypotheses about the influ-
ence of daily and seasonal meteorological conditions 
on animal movements in the aerosphere due to the 
technological and logistical challenges of collecting 
data at the appropriate spatial and temporal scales 
(Bowlin et al. 2010). The use of national and inter-
national networks of radars and a radar aeroecology 
program promises to obtain greater understanding of 
movements and behaviors of volant organisms using 
radar observations over different spatial and temporal 
scales coupled with ancillary data, such as meteoro-
logical conditions and local biological sampling.

VAlidAtion of rAdAr signAl origins.
Understanding the behavior of volant animals at local 
scales is key to understanding their broad patterns 
of movement in the aerosphere. The effective use 
of radar as a means of monitoring such movements 
requires fundamental knowledge of how radio 
waves interact with bioscatterers. That is, one must 
carefully explore the theoretical and experimental 
assumptions applied to radar observations in the 
process of weather forecasting and the extraction of 
bioscatter. Before one can effectively study bioscatter 
over large domains and consider how it is revealed 
through NEXRAD, careful investigations are 
needed to determine how bioscatterers are revealed 
using single-radar platforms and over small spatial 
domains. Detailed studies at small spatial scales will 
also lead to better classification of bioscatter and esti-
mates of numerical densities, which then can be used 
in basic ecological research (e.g., mosaic bioscatter 
maps), conservation planning (e.g., stopover habitat 
assessments), and assessing anthropogenic mortal-
ity factors (e.g., collisions of birds with aircraft and 
interactions of birds and bats with wind turbines and 
other tall structures).

As discussed in Bruderer (2003) and Larkin (2005), 
radar systems for biological research can be grouped 
into broad categories based on beam geometry. Fan-
beam radars include airport surveillance radars, air 
traffic control radars, and ship navigation or marine 
radars. The formed beam pattern generally spans 
about 2° or less horizontally and 10°–35° vertically. 
Such radars are relatively inexpensive and therefore 
often used in the field to observe bioscatterers. The 
radar is placed on a trailer or truck with the antenna 
and is allowed to rotate about a vertical axis at a fixed 
elevation angle. Although the broad vertical beam is 
unsatisfactory for obtaining information on height, 
some radar systems can be configured such that the 

antenna can be rotated about a horizontal axis as well, 
providing height data (Mabee et al. 2006)

In contrast to wide fan-beam systems, pencil-
beam radars include weather radars, tracking radars, 
and wind profilers. These systems project a narrow 
conical beam. Antennas for pencil-beam radars are 
typically mounted on a pedestal that allows the radar 
antenna to be fixed in position or scan in azimuth 
and elevation. Fixed-beam radars, for example, may 
point vertically to observe bioscatterers as they pass 
overhead through the sampling volume.

Single-radar installations offer a quantitative 
means of regularly observing the many types of 
periodic movements of volant animals in the vicinity 
of the radar, such as insect eruptions (Reynolds et al. 
2008), nightly foraging activity of bats emerging from 
roosts (Kunz and Horn 2008), premigration staging 
of purple martins (Russell and Gauthreaux 1999), 
and winter roosts of tree swallows (Winkler 2006). 
Routine monitoring of daily and seasonal movement 
patterns permits robust testing of hypotheses about 
potential deviations from natural variability due 
to perturbations from climatic variability, natural 
disasters, land use, urbanization, and other anthro-
pogenic factors.

A major challenge in using radar as a biological 
research tool is determining the origin of received 
signals. Radar signals can result from backscatter 
caused by precipitation, various forms of aerosols, 
turbulence-induced gradients in the refractive 
index, biological organisms, buildings, trees, and 
so forth (Larkin 2005). They can also be produced 
by radio wave interference from a host of terrestrial 
to intergalactic sources. Discriminating bioscatter 
from other sources of radar signals as well as among 
biological taxa is crucial for maximizing the utility 
of radar for biological research. Some methods for 
signal discrimination include using the temporal 
and spatial characteristics of the region associated 
with the received radar signal (Lakshmanan et al. 
2010), a signal’s velocity and polarimetric attributes 
when available (Bachmann and Zrnić 2007), and in 
the case of bioscatter, the wing-beat characteristics of 
the flying birds, bats, and insects (Zaugg et al. 2008), 
and the natural history of their movements (Diehl and 
Larkin 2005; O’Neal et al. 2012).

Researchers have used several methods of “ground 
truth” to identify animals observed on radar, 
including observing birds migrating at night by 
watching the disc of the moon (Lowery and Newman 
1955), passive thermal imaging (Gauthreaux and 
Livingston 2006), night vision equipment (Mabee 
et al. 2006), acoustic monitoring of calls made in 
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flight (Larkin et al. 2002; Farnsworth et al. 2004), and 
combinations of such methods (Liechti et al. 1995). 
Additional methods of identifying bioscatter in radar 
data have been proposed (Gauthreaux and Belser 
1998; Zrnić and Ryzhkov 1998; Bachmann and Zrnić 
2007; Schmaljohann et al. 2008; Mead et al. 2010). 
Here, we only consider two of these radar techniques: 
wing-beat frequency and radar polarimetry.

The rate at which a particular volant animal flaps 
its wings is determined by a variety of parameters 
related to characteristics of the air through which it 
is flying and the animal itself (e.g., Pennycuick 2001; 
Bullen and McKenzie 2002; Hedenström 2008). 
Among those pertaining to the animal are body size, 
body mass, wing span, wing area, and so forth. As 
birds, bats, and insects engage in flight, changes in 
their body shape resulting from wing beating pro-
duce corresponding changes in the amount of their 
body surfaces exposed to probing radio waves. These 
changes appear on radar as periodic f luctuations 
in backscattered radio wave signals (Bruderer et al. 
2010). Radar-measured wing-beat patterns differ con-
siderably between major taxonomic groups of flying 
animals, particularly between insects and vertebrates, 
such as birds and bats. Algorithms operating on these 
data can discriminate between wing-beat patterns and 
classify individual bioscatterers into broad taxonomic 
categories (Vaughn 1985; Zaugg et al. 2008).

In Fig. 3 we present an example of how wing-beat 
patterns in radar data differ between flying animals 

that vary considerably in size and shape. Shown are 
time series of received signals corresponding to three 
different flying animals taken with an X-band radar 
during a study of fall-migrating ducks in Illinois 
(O’Neal et al. 2010). The wing beats of the insect 
shown in the top time series are rapid and shallow, 
presumably related to its mass and flight kinematics. 
Songbirds can interrupt f lapping with occasional 
coasting (middle time series), f lap continuously, or 
rapidly alternate between flapping and coasting. The 
bottom time series shows the wing-beat pattern of a 
single dabbling duck, probably a mallard (Anas platy-
rhynchos). The time series of traces from flying birds 
show considerable detail in beat-to-beat consistency 
and such fine structure is commonly observed with 
radar, but this fine structure does not persist when 
birds are illuminated from different orientations.

Radar polarimetry techniques provide another 
means of discriminating between different observed 
species. For a dual-polarization radar, horizontally 
and vertically polarized radio waves are transmitted 
and received either simultaneously or alternatingly 
(Doviak et al. 2000). The amount of received back-
scattered power for the two different polarizations 
not only depends on the size and composition of 
a scatterer but also on its shape and orientation. A 
large raindrop having an oblate spheroidal shape will 
produce more backscatter in the horizontal polariza-
tion than in the vertical polarization. The differential 
reflectivity (ZDR), which is the ratio of radar reflectiv-

ity (Z) computed from the horizontal 
and vertical polarizations, is used 
as a measure of aspect from radar 
scatter. Some of the earliest uses of 
ZDR for the study of airborne fauna 
involved explorations into the role 
of insects as the source of “clear air” 
echoes in weather radar (Mueller 
and Larkin 1985; Achtemeier 1991). 
Add it iona l  dua l-pola r imet r ic 
parameters, which we will not dis-
cuss here, have also been used for 
discriminating biological scatter 
from atmospheric scatter (Zrnić and 
Ryzhkov 1998; Bachmann and Zrnić 
2007; Melnikov et al. 2011; Moisseev 
et al. 2010).

We recently completed a series 
of radar observations using the 
National Oceanic and Atmospheric 
Administration (NOAA) mobile 
X-band (3-cm wavelength) dual-
polarized weather radar (NO-XP) 

Fig. 3. Wing beats of single animals on an X-band radar. the time 
series of received power (arbitrary scale) over a 1-s interval are sam-
pled at the 2087 s−1 pulse rate of the radar as the animals fly through 
the narrow, stationary beam of the radar. the data were collected as 
“radar ground truth” in a study of fall-migrating ducks on Wsr-88d, 
coming off wetland areas in illinois (o’neal et al. 2010).
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to observe Brazilian free-tailed bats in Texas during 
the summer of 2010. Using the NO-XP, which has 
a beam width of approximately 1°, we were able to 
make detailed observations of multiple colonies of 
bats as they emerged from their roosts and departed 
on nightly foraging bouts. Figure 4 shows data col-
lected when the radar was positioned about 11 km 
south of the location of Frio Cave, near Uvalde, 
Texas. This and other caves in south-central Texas are 
known to host large maternity colonies of Brazilian 
free-tailed bats that aggregate during the spring and 
summer to give birth and to raise young (Kunz and 
Robson 1995). The NO-XP measurements shown in 
Fig. 4 correspond to an elevation angle of 3°, and the 
NEXRAD data represent composite values from the 
National Severe Storms Laboratory (NSSL)’s mosaic 
radar product the National Mosaic and Multi-Sensor 
Quantitative Precipitation Estimation (NMQ) system 
(see below).

Dual-polarization products, such as ZDR, can be 
used to discriminate between insects and bats because 

they are sensitive to the shape of the scattering target. 
For the most part, large (≈5 dB) values of ZDR shown 
in the figure correspond to insects. After the bats 
dispersed and began feeding on insects, they exhibit 
strongly negative ZDR values (around −6 dB; not 
shown). The cause for these values has been the sub-
ject of investigation and could be related to resonant 
scatter (Zrnić and Ryzhkov 1998). The availability 
of such dual-polarization parameters will make it 
possible to better understand the foraging behaviors 
of bats in response to the location and distribution 
of insects.

The NEXRAD network in the United States is 
currently undergoing a dual-polarimetric upgrade 
(Doviak et al. 2000), which should be completed by 
2013. Dual-polarimetric radars provide a powerful 
means of discriminating between biological and 
nonbiological scatter and among different biological 
taxa. Similar to hydrometeor classifications based 
on dual-polarization characteristics that are cur-
rently in use (Straka et al. 2000), several biological 

Fig. 4. radar data showing emergence of Brazilian free-tailed bats from frio Cave collected using 
neXrAd and no-Xp. shown are values for Z, radial velocity (Vr), and Zdr. the black dot denotes 
the location of frio Cave from which the bats are emerging. the bulk of the scatter is from insects. 
the no-Xp data were collected using an elevation angle of 3°, and the neXrAd reflectivity data are 
composite values.
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classif ication algorithms are being developed 
(Moisseev et al. 2010). Access to data from these 
radars at S band (frequency used by NEXRAD), C 
band (frequency used at many airports), and X band 
(frequency used for smaller radar networks and many 
mobile radars) for overlapping spatial and temporal 
domains promises to provide signal-processing tools 
for a wide range of novel meteorological and biologi-
cal applications.

AnimAl densities from rAdAr dAtA.
Some biological questions can be explored simply by 
observing changes in the spatiotemporal patterns 
present in bioscatter data, whereas other investiga-
tions require a more quantitative form of analysis. 
There are numerous examples in the literature dem-
onstrating how radar can be used to record backscat-
ter from individuals, or groups of birds, bats, and 
insects in flight (Liechti et al. 1995; Gauthreaux and 
Belser 1998; Gauthreaux et al. 2008; Schmaljohann 
et al. 2008; Dokter et al. 2010). Ground truth and 
validation data collected using modeling exercises 
or through radar experiments conducted in the 
laboratory or in the field are necessary to empirically 
resolve scaling issues that impact the translation of 
radar data into biologically meaningful units, such 
as the number densities of organisms, which can be 

used for basic ecological research and conservation 
planning. Such estimates will contain both process 
and sampling errors, resulting in varying levels of 
uncertainty, and thus validation studies are needed 
to determine the extent of these uncertainties and to 
assess the accuracy and utility of these methods.

The smallest spatial grain of biological scatter that 
can be observed by radar corresponds to the physical 
dimensions of the organism itself. Under the right 
conditions, the intensity of bioscatter can be related 
to the number density of the airborne individu-
als sampled by the radar. For such an analysis, the 
scattering properties of the animal (e.g., size, shape, 
aspect, and composition) must be known. These 
properties can be observed in the laboratory under 
controlled conditions and applied to bioscatter data 
in the field or measured directly in the field (Edwards 
and Houghton 1959; Vaughn 1985).

Using the laboratory facilities at the University 
of Oklahoma, some of us have recently made radar 
cross section (RCS) measurements of a live Brazilian 
free-tailed bat at X band (Fig. 5). The bat was tethered 
using nylon line that allowed motion of its wings and 
simulated flight while its body was held stationary 
inside an anechoic chamber. A 12-in. metal sphere 
was used to calibrate the equipment. Using these 
data, the backscattered power corresponding to the 

sphere and the bat were calculated. 
From such RCS measurements, it is 
possible to convert measured values 
of radar reflectivity into counts or 
number densities of bats observed at 
the same radar wavelength.

If the observing radar has been 
properly calibrated, then the re-
trieved RCS can be used to estimate 
the individual body size of a given 
organism (Riley 1985; Wolf et al. 
1993). Backscatter from animals 
whose size is similar to that of the 
wavelength falls into the complicated 
Mie (resonant) region, so that greater 
RCS values do not necessarily relate 
linearly to larger body sizes (Vaughn 
1985). Additionally, animals have 
irregular shapes that may further 
complicate such measurements. As 
an approximation of the RCS of a 
particular bioscatterer (i.e., animal), 
an alternate approach is to consider 
a spherical volume of water of the 
same mass (Eastwood 1967; Vaughn 
1985; Martin and Shapiro 2007).

Fig. 5. rCs measurements made in the anechoic chamber of the 
university of oklahoma’s radar innovations laboratory. data of a 
live tethered bat were collected using a low-powered X-band pulsed 
doppler radar. A 12-in. metal sphere was used for calibration. results 
are shown in the plots. similar data are being collected for other 
species.
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As an alternative to laboratory or theoretical 
calculations, one can also estimate the RCS value 
for a particular species with a well-calibrated radar 
in conjunction with visual surveys (Larkin 1991; 
Schmaljohann et al. 2008; O’Neal et al. 2010). This 
is typically performed using a pencil-beam radar 
to estimate numbers and visual surveys to verify 
the species being observed. Two radars can be used 
when quantifying numbers or number densities of 
bioscatterers, such that a smaller, mobile radar is used 
for validation at small scales and a larger, stationary 
radar (e.g., WSR-88D) is used for extended spatial 
coverage of bioscatter patterns (Diehl et al. 2003; 
Schmaljohann et al. 2008; Dokter et al. 2010; O’Neal 
et al. 2010).

The accuracy of quantitative predictions based 
on radar data will depend on the spatial distribu-
tion of the animals in the aerosphere. For example, 
the equivalent radar ref lectivity (Ze) reported for 
NEXRAD WSR-88D radars is calculated under the 
assumption that the power returned from any volume 
of the atmosphere results from a uniform distribution 
of scatterers within that volume. While this assump-
tion may be well founded for broad front songbird 
migrations (Nebuloni et al. 2008), it is less clear how 
well it applies when scatterers fill only a portion of 
the radar beam or when the distribution of foragers 
or migrants is clumped. Although beam blockage 
or attenuation will almost always be negligible with 
biological backscatter, nonlinear additivity and the 
exact shape of the beam are nevertheless important 
to consider. Detailed studies at small spatial scales 
are needed, which can lead to better classification 
of bioscatter and accurate estimates of densities of 
airborne organisms.

using neXrAd to monitor the 
Aerosphere. In meteorology, multiple instru-
ment platforms are incorporated to investigate the at-
mosphere. Similar approaches have also been adopted 
to learn about the dynamics of aerial organisms in 
large aggregations (e.g., Lowery and Newman 1955; 
Liechti et al. 1995; Larkin et al. 2002; Gauthreaux and 
Livingston 2006; Mabee et al. 2006). Small portable 
radars, adapted for biological research, are powerful 
tools for investigating the behavior of individual or 
small groups of animals in the aerosphere, but they 
typically have a limited sampling domain. Larger 
radar installations, such as the NEXRAD network, 
provide extended coverage but at the expense of 
spatial and temporal resolution. The spatial domain 
of behavioral processes of biological aggregations, 
such as bat and bird colonies, typically falls within 

the coverage of a single WSR-88D and can be used 
to investigate the nightly and daily emergence and 
foraging behavior of insectivorous bats (Kunz and 
Horn 2008).

Focusing our attention on the macroscale phenom-
ena depicted in Fig. 2, it is clear that an integrative 
approach involving a network of radars is needed to 
optimally monitor and interpret bioscatter at regional 
to continental scales. The NEXRAD network consists 
of multiple WSR-88D installations, with 156 of these 
distributed across the United States. The extent of 
horizontal coverage provided by NEXRAD depends 
on altitude and the area of interest, but most of the 
eastern half of the continental United States can be 
observed at an altitude of 3 km (Maddox et al. 2002). 
Coverage at this altitude is considerably reduced 
along the Rocky Mountains and to the west (Maddox 
et al. 2002). This situation improves, however, if we 
are able to add other networked operational radars, 
such as terminal Doppler weather radars, airport 
surveillance radars, and air route surveillance radars 
(Weber et al. 2007). Furthermore, a network of small 
X-band radars could significantly improve cover-
age near the surface and in mountainous regions 
(McLaughlin et al. 2009).

A concerted effort has been made to make current 
and archived NEXRAD data available to the public 
via the Internet (Kelleher et al. 2007). Data from 
individual WSR-88D installations along with visual-
ization software are free from the National Climatic 
Data Center. So-called level II radar products are 
available as reflectivity, radial velocity, and spectrum 
width presented in a spherical coordinate system cen-
tered at the radar site. In addition to the level II data, 
several derived and estimated level III meteorological 
products are also available as discussed below. In ad-
dition to meteorologists and atmospheric scientists, 
some biological research groups have begun incorpo-
rating NEXRAD data into their research programs 
(see, e.g., the provided references to the work done 
by Gauthreaux and colleagues); however, the task of 
integrating the data across radar sites can be chal-
lenging.

The NOAA NSSL, in collaboration with the 
Federal Aviation Administration (FAA), has insti-
tuted a highly effective means of fusing data from 
these radar systems along with observations from 
other instruments into one collective data product. 
Within the framework of the NMQ system, base level 
II NEXRAD data are ingested, controlled for quality, 
and combined to form a 3D reflectivity map projected 
onto a Cartesian grid (Zhang et al. 2004, 2011). The 
horizontal resolution of the NMQ output is 1 km 
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with 31 vertical levels and a temporal resolution of 
5 min. A weighting function is employed in those 
regions corresponding to overlapping radar coverage 
(Zhang et al. 2005).

The NMQ project provides a host of severe 
weather and QPE products, which are provided to 
governmental agencies and academic institutions 

in quasi real time. Many of these data products can 
be retrieved from a publicly accessible web portal 
(http://nmq.ou.edu/). Such a resource will be useful 
for researching bioscatter because biologists who 
are interested in the collective behavior of airborne 
organisms on a daily and seasonal basis and at mul-
tiple spatial scales can observe phenomena seldom 

detectable with other existing tech-
nologies. The recent observational 
and analytical capability of NMQ 
will stimulate new hypotheses about 
animal movements and interactions 
in the aerosphere and provide a 
framework for testing such hypoth-
eses through data mining and quan-
titative analyses and visualizations 
of archived and real-time data (e.g., 
Kelly et al 2012).

A display from the NMQ web 
portal corresponding to composite 
ref lectivity at 0300 UTC 17 May 
2010 is depicted in Fig. 6. The top 
image shows the merged reflectivity 
data before applying algorithms for 
quality control (QC), which attempt 
to remove nonmeteorological effects 
(Lakshmanan et al. 2010). We refer 
to these as non-QC data. In addi-
tion to the weather signal, these 
non-QC reflectivity values contain 
contributions from bioscatterers, 
sun spikes, anomalous propagation, 
and radio interference. Bioscatter 
corresponding to the northward 
nocturnal spring migration of birds 
in the eastern United States, along 
with echoes from bats emerging 
from large cave roosts, comprise the 
dominant contribution to signals. 
Because most birds and all bats 
migrate at night, radar provides an 
excellent tool for monitoring mass 
migratory movements. The bottom 
image has been subjected to the 
NMQ quality control as discussed 
in Zhang et al. (2011) and references 
therein. Both the quality-controlled 
and non-QC data are currently avail-
able from the NMQ web portal, with 
the latter serving as a base reference 
when examining weather outputs.

Having access to gridded fields of 
reflectivity data produced through 

Fig. 6. displays of composite reflectivity obtained from the nmQ 
web portal at 0300 utC 17 may 2010. (top) reflectivity maps before 
applying QC to remove nonmeteorological effects. the date is 
near the peak of the nocturnal spring migration of songbirds in the 
northern part of the united states; insects and probably bats also 
contribute to the radar return. (bottom) the same data after QC. 
the underlaid gray shading denotes the terrain elevation with lighter 
colors representing higher elevations.
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NMQ not only enables the study 
of macroscale biological processes 
involving organisms that use the 
aerosphere but also facilitates a com-
parison with other continental-scale 
datasets, such as those containing 
meteorological quantities. Consider, 
for example, the radar data from 
NMQ shown in Fig. 7, corresponding 
to the emergence and subsequent 
dispersal of Brazilian free-tailed 
bats from their day roosts in south-
central Texas during July 2010. Often 
the bats initially disperse in all direc-
tions, resulting in a signature ring 
shape (Fig. 7), which is similar to 
that associated with the departure 
of the purple martins (Fig. 1). The 
reflectivity and velocity data shown 
in Fig. 1 correspond to a single WSR-
88D site (KINX), but the results 
shown in Fig. 6 have been merged 
from several WSR-88D sites. Four of 
these WSR-88D sites—KSJT, KGRK, 
KDFX, and KEWX—are depicted in 
Fig. 7. Also shown are the locations 
of four roost sites—Rucker Cave, 
Frio Cave, Ney Cave, and Bracken Cave. Regions of 
enhanced reflectivity in the vicinity of the roost sites 
resulting from the emerging bats are clearly evident. 
After emerging from their roosts, birds and bats may 
orient in one or more preferred directions based on 
the prevailing meteorological conditions and the 
availability of food resources. In the case of emerging 
bats shown in Fig. 7, the location and abundance of 
the food source (insects) is likewise affected by both 
current and seasonal weather conditions.

When investigated over the span of several years, 
NMQ data can be used to look for shifts in patterns 
of emergence. Further, the NMQ data can be used 
to test hypotheses about causes of these shifts, and 
whether group behavior at bat or bird colonies can 
be observed and explained in terms of both biotic 
and nonbiotic influences. For instance, in Fig. 8 we 
show time series of NMQ output calculated over a 
24-h period corresponding to the locations of the 
roost sites depicted in Fig. 7. Data streams of radar 
data, surface observations, satellite measurements, 
and other parameters can be visualized directly 
using the NMQ website (top panel) or downloaded 
and then processed and displayed using a variety of 
software packages (bottom panel). The values shown 
in the top panel of Fig. 8 were computed using data 

corresponding to the NMQ grid cell (1-km2 grain 
size) nearest to the cave location. For the time series 
plotted in the bottom panel, the maximum value of Z
over a 3 × 3 grid on NMQ cells surrounding the cave 
locations were used.

The evening emergences of bats can be seen in the 
reflectivity data for each of the sites as peaks occur-
ring at dusk between 0000 and 0200 UTC [1900–2100 
central daylight time (CDT)]. This is followed by 
elevated values of reflectivity until they return from 
foraging at sunrise. Enhancements in the reflectiv-
ity between 1200 and 1400 UTC (0700–0900 CDT) 
indicate the return of the bats. In the case of Bracken 
Cave, a double fly-out pattern can be seen in the time 
series data of Z: one occurs just after 0000 UTC and 
other at around 0125 UTC (corresponding to Fig. 7). 
The roost ring from the initial emergence as well as 
the beginning of the second can be seen in Fig. 7 as 
the bats return from their first nightly feeding bout 
(Kunz et al. 1995).

nAtionAl BiosCAtter dAtABAse. Any 
investigation of the effects of changes in land cover 
and climate on ecological patterns and processes re-
quires a sufficient time series at a continental scale. 
Few time series datasets have been collected in a 

Fig. 7. An example of roost rings resulting from the emergence of 
Brazilian free-tailed bats in south-central texas as observed in the 
non-QC composite reflectivity data produced through nmQ. the 
image corresponds to observations made at 0125 utC (2025 Cdt) 
25 Jun 2009 as the bats were dispersing from their roosts at dusk to 
feed on insects. since these data were collected at dusk, sun spurs can 
also be seen in the images. Also shown are the locations of Wsr-88d 
sites and bat roosts.
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consistent and uniform manner that can be used to 
scale from a grain size of 1 km to a continental domain. 
Networks of radar installations, such as NEXRAD, 
could be used to provide the information needed to 
test hypotheses regarding the timing, distribution, 
and abundance of active migration and foraging 

events in unprecedented ways. However, monitoring 
and interpreting the time series of bioscatter at a 
continental scale that lends itself to aeroecological 
studies will require a workflow that not only inte-
grates the national network of radars into a uniform 
dataset but also one that has biological significance, 

including ground truth  verification 
of the identity of volant animals. The 
next step in promoting the utility of 
radar aeroecological research is to 
develop and create derived products 
analogous to those available within 
the level III NEXRAD data but with 
a diverse user community in mind; 
that is, we need level III products 
geared for uses beyond atmospheric 
science per se.

In Fig. 9 we present an illustra-
tion of how NEXRAD data could 
be used to create level III products 
tailored to both meteorologists and 
ecologists and to potential cross-
disciplinary research outputs. The 
NEXRAD level III meteorological 
data products are already heavily 
used by many government agencies 
and private sector enterprises. We 
expect that the proposed NEXRAD 
level III biological products will also 
have a significant impact if they are 
made readily available for the entire 
continental United States. They will 
not only foster many areas of biologi-
cal research but also promote cross-
over studies between meteorology 
and biology as illustrated in Fig. 9. 
This type of crossover research be-
tween biology and meteorology is 
expected to benefit investigations 
into the potential impacts of climatic 
variability.

Radar biological data will continue 
to be gathered within constraints 
imposed by meteorological condi-
tions. Therefore, before attempting 
to create a database of level III bio-
logical products, we should carefully 
consider the nature of the data that 
actually go into constructing the 
NMQ national mosaic. Depending 
on meteorological conditions, each 
of the WSR-88Ds is operated in one 
of several scanning modes or volume 

Fig. 8. time-series data from nmQ corresponding to the four dif-
ferent bat roosts depicted in fig. 7. (top) data streams for Bracken 
Cave representing different observed quantities: reflectivity, rainfall 
rate (Q2), surface temperature, and surface dewpoint temperature. 
here, Q2 refers to data from tipping-bucket rain gauges. (bottom) 
time series of reflectivity values for all four cave locations. Both 
plots span the same 24-h period. the vertical red dashed line in the 
bottom plot marks the time depicted in fig. 7.
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coverage patterns (VCPs), which set 
the radar’s rotation rate, sampling 
period, number of elevation angles, 
and so forth. Each VCP has been 
designed to meet certain agency 
specifications. For example, the 
reported average return power and 
radial velocity should be accurate to 
within 1 dB and 1 m s−1, respectively. 
Since the VCPs have been optimized 
for meteorological—rather than 
biological—conditions, the sensi-
tivity of the radar to bioscatter will 
vary depending on the type of VCP 
being used. That is, a radar operat-
ing in a VCP mode designed for 
observations of clear air would be 
more appropriate for observations of 
migrating songbirds than the same 
radar running a VCP designed for 
observations of precipitation.

Moreover, one must factor in 
the separation between a particular 
region of bioscatter and the next 
nearest WSR-88D, as the distance 
between bioscatterers and radar 
installation will affect the lowest 
altitude that can be sampled. This 
accounts for the disk-shaped patches 
of enhanced reflectivity depicted in 
the top panel of Fig. 6 are centered on 
individual radar sites. The combined 
effects of the Earth’s curvature and 
the fact that the lowest elevation angle sampled by 
NEXRAD is seldom less than 0.5° means that air-
borne fauna located at moderate heights can only be 
detected if they occur in airspace near a radar site. 
Fortunately, the effects of geometry (location of the 
radar sites with respect to the biological scatterers) 
and scanning parameters (the type of VCP being 
used) are known and can be considered when inter-
preting data (Buler and Diehl 2009).

Bearing in mind that caution should be exercised 
when interpreting radar data in terms of bioscatter, 
we feel that level III biological products should be 
created for both archived and real-time data. Maps 
depicting these products will be particularly pow-
erful when coupled with climate, land cover, and 
phenological data that match both the temporal and 
spatial scales of the radar archive. For example, most 
volant animals are too small to carry energy reserves 
for more than a few days; thus, they often respond 
rapidly to their local environment (Bowlin et al. 2010; 

Robinson et al. 2010; Bridge et al 2011). By comparing 
changes in land cover and climate with the timing and 
rate of changes in foraging, migratory, and stopover 
behaviors, we can test hypotheses about the magni-
tude of these local effects on animal behaviors and the 
spatiotemporal scaling of different species. Improving 
our ability to track aerial movements of birds, bats, 
and arthropods, however, remains a primary chal-
lenge in biology (Wilcove and Wikelski 2008; Holland 
and Wikelski 2009; Bowlin et al. 2010).

Recent advances in Doppler radar technology and 
networking can be correlated with detailed data on 
individual behaviors to work toward a mechanistic 
understanding of animal responses to land cover and 
climate. Tracking methods, such as radio transmitters, 
geolocators, and tracking radar, provide valuable data 
on individual animal movements usually at local to 
regional spatial scales. Generally, individual tracking 
methods are limited to short time spans (days, weeks, 
or at most a year). In contrast, the NEXRAD archive 

Fig. 9. illustration showing some of the conventional meteorologi-
cal products generated using neXrAd data and some proposed 
biological counterparts. the proposed level iii biological products 
when taken together with the existing meteorological products are 
expected to promote new crossover areas of research.
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provides a near-continuous time series of the distri-
bution and abundance of all airborne animals over 
the continental United States (Bowlin et al. 2010; 
Robinson et al. 2010; Bridge et al 2011). Data from 
tracking individual animals could be coupled with a 
nearly 20-yr radar archive (1993–2012) of continental-
scale animal movement data to take advantage of the 
strengths of both approaches. Whereas information 
on movements from individual animals could help 
us interpret radar observations, the NEXRAD data 
archive promises to provide critical insights into 
how the aerosphere–lithosphere dynamic is being 
impacted by local, regional, and continental patterns 
of changes in climate and land cover.

summAry And ConClusions. Airborne 
animals are highly responsive to environmental 
change in the terrestrial landscape (Herkert 1994; 
Murphy 2003) and aerosphere (Shamoun-Baranes 
et al. 2010), and depend heavily on the interface 
between the Earth’s surface and the aerosphere. In 
particular, migrating fauna must respond rapidly 
to their environment to find adequate refuge and 
acquire sufficient energy to endure diverse conditions 
they will likely encounter en route during migration. 
These animal movements represent convergent and 
sometimes coevolved phenotypic traits shaped by 
natural selection to take advantage of predictable 
shifts in seasonal patterns (phenology) of ecosystem 
productivity (Pulido 2007; Kunz and Horn 2008; 
Hedenström 2008). Some of the most compelling 
evidence of biological responses to changes in climate 
and land cover comes from experiments and observa-
tions of migratory and aerial foraging behaviors at 
local scales compared with the availability of food and 
climatic variability (Wilkinson and Fleming 1996; 
Buskirk et al. 2009; Bridge et al. 2010). Understanding 
individual behavioral responses to environmental 
changes is fundamental to a mechanistic under-
standing of aeroecological dynamics and will build 
a foundation for predicting consequences of future 
environmental change. The emerging discipline of 
aeroecology seeks to understand these important 
ecological mechanisms and the role of meteorological 
variability on aeroecological dynamics.

Since its inception, radar has proven to be a valu-
able tool for studying animals in the aerosphere. 
Numerous technological developments have had a 
significant impact on the field of radar aeroecology 
during the ensuing years. One of these has been 
the use of radar polarimetry, a technique used to 
better discriminate bioscatter from weather sig-
nals and to better distinguish between birds, bats, 

and insects (Mueller and Larkin 1985; Zrnić and 
Ryzhkov 1998). Advancements in radar polarimetry 
for biological studies may have a significant impact 
on aeroecological research in light of the planned 
upgrade of NEXRAD to include such capabilities 
(Doviak et al. 2000). Moreover, continued advance-
ments in computer and networking technology 
are making it progressively easier to process large 
volumes of data and to make them readily available 
to a wide community of users. The time has come 
for meteorologists, radar scientists, biologists, and 
others to work more closely together on develop-
ing radar products that will contribute to a better 
understanding of airborne fauna. These could be 
similar, for example, to the current level III data and 
distributed frequently on a Cartesian coordinate 
system (as is done through the NMQ project). Such a 
database could be easily queried, mined, and related 
to other databases containing meteorological and 
geographic information system content to provide 
a powerful research tool for answering important 
transdisciplinary questions. Although much of this 
paper focused on radar aeroecology within the United 
States using operational networks and NEXRAD in 
particular, much of the discussion applies to single-
radar installations or other radar networks. The ap-
plication of radars for biological research should also 
be considered as integral to new radar systems, such 
as networked X-band radars (McLaughlin et al. 2009) 
and phased array weather radars (Zrnić et al. 2007).
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Profiles from CloudSat and CALIPSO, atmospheric profilers within the NASA A-Train 

constellation, offer detailed observations of clouds, providing understanding that 

neither satellite imagers nor traditional sounders can convey.

METEOROLOGICAL 
EDUCATION AND TRAINING 

USING A-TRAIN PROFILERS
by Thomas F. Lee, RichaRd L. bankeRT, and cRisTian miTRescu

Fig. 1. A-Train constellation. Credit: NASA.

T he potential for training forecasters and educating students is immense using 
 data from the National Aeronautic and Space Administration’s (NASA’s) two  
A-Train (L’Ecuyer and Jiang 2010) profilers, CloudSat (Stephens et al. 2002) and 

Cloud–Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO). In 
particular, the vertical profiles can provide crucial insights into two-dimensional 
features observed on satellite images and other traditional meteorological products. 
Launched on 28 April 2006, CloudSat is the first capability of its kind, a NASA Earth 
observation satellite that uses radar to infer vertical profiles of cloud properties. 
CloudSat f lies in formation in the A-Train with several other satellites [Aqua, Aura, 
CALIPSO, and the French Polarization and Anisotropy of Reflectances for Atmospheric 
Sciences coupled with Observations from a Lidar (PARASOL)] whose orbits occur in 
the same path, one behind the other (Fig. 1). The examples of Posselt et al. (2008) 
suggest how effective use of CloudSat data can validate traditional conceptual models 
of midlatitude weather systems. Limited training has appeared on  
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the World Wide Web, from the Cooperative Program 
for Operational Meteorology, Education and Training 
(COMET) Tropical Meteorology Textbook (www
.meted.ucar.edu/tropical/textbook_2nd_edition/) 
and the Virtual Institute for Satellite Integration Train-
ing (VISIT; http://rammb.cira.colostate.edu/training
/visit /). There are also examples on the Colorado 
State University Atmospheric Science web site (http://
cloudsat.atmos.colostate.edu/). This article juxta-
poses CloudSat profiles with corresponding satel-
lite images to illustrate the education and training 
potential in a variety of atmospheric environments. 
An additional example covers the use of a CALIPSO 
profile to observe stratus and stratocumulus tops over 
and off the West Coast of the United States.

CloudSat ’s main sensor is the Cloud Profiling 
Radar (CPR), a 94-GHz nadir-viewing instrument 
that measures the returned backscattered energy by 
clouds as a function of height along the orbital track 
(Stephens et al. 2002). The CPR has a 240-m vertical 
range resolution between the surface and 30 km. 
Because of surface contamination from ground 
clutter, the usefulness of cloud information is quite 
limited near the surface. CloudSat observations pro-
vide a single row of pixels along its flight path with 
footprint size of 1.4 km × 1.7 km.

CloudSat produces accurate, high-resolution 
cloud heights and cloud vertical profiles (Kim et al. 
2011). Unfortunately, it is capable of quantitatively 
profiling lightly precipitating cloud systems only 
(Mitrescu et al. 2010). For higher precipitation rates, 
complications arising from increased extinction 
and multiple scatter factors make quantitative pre-
cipitation analysis almost impossible. Despite these 
limitations CloudSat profiles can show precipitation 
features such as melting layers (or “bright bands”) 
(Matrosov 2010), deep convective towers, orographic 
cloud systems, and multiple cloud layers. The capabil-
ity to distinguish between convective and stratiform 
precipitating systems also exists.

Until 17 April 2011, when CloudSat experienced 
major battery problems and data became unavailable, 
the Naval Research Laboratory (NRL) posted prod-
ucts in near-real time on its NexSat web portal (Miller 
et al. 2006). Our near-real-time processing scheme is 
described in detail in Mitrescu et al. (2008). Product 
latency of about 4 h severely limited many nowcasting 
applications; however, missions such as the recon-
naissance of oceanic tropical cyclones still benefited 
in spite of the delay. Data from future missions, if 
delivered much more promptly, could enable these 
profiles to be integrated into the forecast process.

The A-Train constellation, a configuration of 
clustered satellites in an early afternoon orbit, has 
several other instruments that are potentially useful 
for user training and education (Fig. 1). The Aqua
satellite has the Advanced Microwave Scanning 
Radiometer for Earth Observing System (AMSR-E) 
instrument that provides two-dimensional images 
of precipitation rates. CloudSat profiles may be used 
for detailed examination of the clouds responsible 
for the precipitation observed in AMSR-E retrievals 
(discussed later in conjunction with Fig. 14). The 
Moderate Resolution Imaging Spectroradiometer 
(MODIS), also onboard Aqua, yields detailed high-
resolution true color images. The CALIPSO (Winker 
et al. 2009) instrument is a cloud lidar that can give 
important information about cloud height, cloud 
phase, and aerosol characteristics. Its capacity to 
profile cirrus, aerosols, and marine stratocumulus is 
unprecedented (Winker et al. 2010). Although these 
various A-Train satellite instruments are orbiting on 
separate platforms, together they comprise a single 
“virtual satellite” capability for which observations 
nearly coincide in time and space.

Examples and discussions in this article demon-
strate how three-dimensional understanding can be 
improved by using the near-simultaneous display of 
profiles with the contemporaneous geostationary 
satellite imagery. For imagery, the geostationary 
Geocolor product is mainly used. This product is 
a visible and longwave infrared (0.63 and 10.8 μm) 
composite available 24 hours a day (Miller et al. 
2006). It provides a single-channel visible image 
during the daytime, against the NASA “blue marble” 
background, and single-channel infrared image at 
night, against a background of nighttime lights. On 
the CloudSat profiles, temperature contours from 
the Navy Operational Global Atmospheric Predic-
tion System (NOGAPS) are overlain for additional 
context in the vertical. To arrive at valid times cor-
responding to A-Train profiles, the NOGAPS data 
were interpolated between very short-term forecast 
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times. Additionally, terrain height contours allow 
observation of orographic influences on clouds. For 
descriptions of the accompanying weather situations, 
daily weather maps archived by NOAA were con-
sulted (www.hpc.ncep.noaa.gov/dailywxmap/).

EXAMPLES FOR TRAINING AND EDU-
CATION. Cloud heights in the low/midtroposphere.
Identification of “open” vs. “closed” cell convection is 
a familiar exercise for satellite meteorology students. 
Figure 2 (7 April 2010) is an illustration of how 
CloudSat can sample the cloud vertical structure in 
both regimes. Note that open cells appear as bright 
dots in the Geocolor image composed of visible data 
northwest of a frontal system moving into the Pacific 
Northwest. Far south of the frontal system closed cells 
produce a near overcast in the trade wind regime. 
The CloudSat profile reveals the height of the open 
cells at about 4 or 5 km. To the south, 
the closed cells have only a height of 
approximately 1 or 2 km. The height 
of the closed cells in this example 
approaches 1.2 km, the lower limit 
of cloud tops detectable by CloudSat 
(Mitrescu et al. 2010).

CloudSat crosses a very shallow 
frontal band separating the air 
masses, with cloud heights com-
parable to the closed cells to the 
south. Nearly all the sampled band 
lies under the freezing-level height 
(according to NOGAPS temperature 
contours), suggesting that resulting 
precipitation, if any, should be from 
“warm rain” processes. This shal-
low frontal band is compared to 
much deeper systems later in the 
article. While experienced image 
interpreters may infer the shallow 
nature of the front in this region 
based on the image alone, new fore-
casters and students would benefit 
from the CloudSat comparison.

Marine stratocumulus and con-
tinental stratus clouds are usually 
too low to be well observed with 
CloudSat. However, CALIPSO pro-
file data offer a powerful alternative 
to observe these cloud tops in com-
parison with imager products. In 
Fig. 3 (30 December 2007) both cloud 
system types occur under the same 
A-Train overpass. Topographically 

constrained stratus appears over California’s Central 
Valley with marine stratocumulus to the south. The 
continental stratus has tops at approximately 1.2 km 
above mean sea level (MSL) over most of the valley, 
sloping upward to approximately 1.5 km above the 
slopes at the southern side of the valley and to nearly 
2 km over the mountains at the northern side. To 
the south, the marine stratocumulus clouds have 
lower tops, sloping from about 0.7 km to the north 
to 1.0 km to the south. The north-to-south increase 
in height shown in this region is representative of 
summary statistics for stratocumulus prepared from 
CALIPSO data (Winker et al. 2010). Such variations 
in marine stratocumulus are tied to the height of the 
marine boundary layer (e.g., Bretherton et al. 2004). 
The tops of the stratocumulus clouds as observed by 
CALIPSO are difficult to derive from other weather 
satellite data (Minnis et al. 1992).

Fig. 2. (middle) Visible GOES-11 Geocolor image, 2230 UTC 7 Apr 
2010. Red line marks ascending CloudSat overpass path. (top) North-
ern and (bottom) southern portions of CloudSat radar reflectivity 
profile.
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Stability of frontal systems. Figures 4 
(24 April 2010) and 5 (4 January 2008) 
demonstrate CloudSat ’s ability to 
diagnose the stability of frontal sys-
tems. The Geocolor image in Fig. 4 
[Geostationary Operational Envi-
ronmental Satellite (GOES) infrared 
data] shows a frontal system in the 
North Pacific Ocean with CloudSat 
transecting the overrunning clouds 
in the warm sector. These clouds 
have a depth of approximately 10 km. 
Contrast this cloud depth with the 
much shallower frontal system from 
an earlier example (Fig. 2). Centered 
within the profile is an elongated 
bright band between about 1–2 km, 
representing the melting process. 
Bright bands are extremely com-
mon on CloudSat profiles within 
stratiform precipitation systems. As 
expected, the bright band lies just 
under the NOGAPS 0°C isotherm. 
This long and well-defined melting 
layer suggests a stable precipita-
tion regime with steady warm sec-
tor precipitation. The bright band 
slopes downward at approximately 
46°N (moving northward along the 
profile). The NOGAPS model also 
shows this decline in the 0°C level. 
Such changes in melting layer height 
are common in CloudSat ref lec-

tivity profiles, suggesting 
fronta l discont inuit ies 
where the slope changes 
dramatically.

On 4 January 2008 a 
deep trough and associated 
pola r  a i r  mass moved 
southeastward across the 
West Coast of the United 
States. The Geocolor image 
in Fig. 5 (top) depicts a 
CloudSat overpass through 
the associated cold frontal 

Fig. 3. (top) GOES-11 visible image, 2125 UTC 30 Dec 2007. Red line 
marks ascending CALIPSO overpass path. (bottom) CALIPSO attenu-
ated backscatter profile.

Fig. 4. (top) GOES-11 Infrared 
Geocolor image, 1207 UTC 
24 Apr 2010. Red line marks 
descending CloudSat overpass 
path. (bottom) CloudSat radar 
reflectivity profile.
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band. In contrast to the 
stable precipitation regime 
shown in Fig. 4, this Cloud-
Sat profile reveals embedded 
convection in the frontal 
band and the absence of an 
easily defined stable bright 
band. The Geocolor image 
confirms the unstable char-
acter of the precipitation 
with embedded convec-
tive cells off the northern 
California and Oregon 
coasts. Also of note is the 
orographic cloud tied to the 
Cascades on the CloudSat 
profile. This type of cloud 
is virtually impossible to 
detect on the nighttime 
longwave infrared image. 
Such orographic signatures 
are common in CloudSat
data and will be discussed 
further in the next section.

Orographic inf luences on 
clouds. The strong effect 
of mountains on a coastal 
frontal system can be seen 
in Fig.  6 (3 December 
2007). Precipitation from a 
cloud band apparent on the 
GOES-11 longwave infrared 
image over Washington is 
corroborated by significant 
backscatter on the CloudSat 
profile. Significantly, pre-
cipitation and, to a large 
degree, clouds are absent 
from the lee of the Cascades, 
illustrating a strong rain 
shadow effect. Such com-
prehensive depictions of 
rain shadows are often not 
possible from ground-based 
weather radars because of 
the interference of terrain. 
The use of visible and, especially, longwave infrared 
satellite images is also limited due to the obscuration 
by higher clouds.

Cloud layers. Cloud layering due to a split front 
(Browning and Monk 1982) is marked by an extensive 

region of saturated ascending air aloft, on the order 
of 100 km ahead of shallow clouds from a surface 
cold front. On 12 November 2010, a split front was 
located over north-central Europe (Fig. 7). According 
to this model the trailing edge of the upper front is 
marked by sharply falling humidity aloft and sharp 

Fig. 5. (top) GOES-11 Infrared Geocolor image, 1030 UTC 4 Jan 2008. Red 
line marks descending CloudSat overpass path. (bottom) CloudSat radar 
reflectivity profile.

Fig. 6. (top) GOES-11 Infrared Geocolor image, 1030 UTC 3 Dec 2007. Red 
line marks descending CloudSat overpass path. (bottom) CloudSat radar 
reflectivity profile.
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upper fronts are separated by approximately 200 km 
(Fig. 8). A CloudSat transect through a bright (low 
infrared temperature) cloud band reveals the vertical 
structure of the upper front (from 2 to 10 km) but little 
indication of precipitation at the surface. Surface-
based radar composites at this time (not shown) 
confirm little or no precipitation in the vicinity of the 
CloudSat profile through the upper frontal band, but 
significant precipitation in the western half of Poland 
in the vicinity of the surface frontal band.

If the orientation of the transect is favorable, 
CloudSat can show detailed frontal structure over 
hundreds of kilometers. A Geocolor infrared image 
and CloudSat profile show a frontal cloud band off the 
West Coast of the United States (Fig. 9; 20 November 
2009). Letter A (north) on the CloudSat profile shows 
orographic cloud enhancement (reds and yellows on 
the profile above elevated terrain) over the Cascade 
Mountains and Vancouver Island. On either side of 
point B farther to the south, the CloudSat profile 
reveals an elongated cloud composed of jet stream 
cirrus. Without a CloudSat profile a meteorologist 
might infer deep cloud and precipitation along this 
axis. At point C, CloudSat samples the eastern por-
tion of a convective complex to the west of the frontal 
band. At point D to the south, CloudSat profiles the 
low-level frontal band, revealing cloud heights at 

about 4 km.
C l o u d S a t  i s  u s e f u l 

in mountainous terrain 
especially when high clouds 
obscure orographic effects 
at low levels. On 20 October 
2007 strong zonal f low 
prevailed across California. 
A cirrus feature associated 
with a jet streak appears 
over the Sierra Nevada 
in the Geocolor infrared 
image (Fig. 10; 20 October 
2007). The CloudSat profile 
reveals two major cloud 
systems affecting the area: 
1) clouds associated with 
the westerly jet st rea k 
aloft and 2) a lower layer 

Fig. 7. Surface isobars (hPa) and frontal analysis over 
northern Europe, 0000 UTC 12 Nov 2010. Data and 
graphic from UK Met Office.

Fig. 8. (top) Meteosat-8 Infra-
red Geocolor image, 0100 UTC 
12 Nov 2010. Red line marks 
descending CloudSat overpass 
path. (bottom) CloudSat radar 
reflectivity profile.

cloud boundaries on satellite images. The subsequent 
advance of the surface front is marked by low-level 
increases in clouds and often precipitation. In this 
case the cloud bands associated with surface and 
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underneath, composed of 
residual clouds following 
the passage of a weak cold 
front. The lower-level cloud 
is partly contained within 
the Ca l i fornia Centra l 
Valley but slopes upward 
over terrain of the Sierra 
Nevada to the summit 
where it terminates.

Severe weather diagnosis. In 
general, heavy rain or hail 
attenuates the CloudSat
signal near the ground 
suf f icient ly to obscure 
low-level cloud structure. 
However,  “ref lec t iv it y 
spikes” are sometimes ob-
served in the upper por-
tions of convective cloud 
systems and serve as po-
tential indicators of severe 
weather. On 2 December 
2009, a strong cold front 
and associated convective 
cloud band brought severe 
thunderstorms and seven 
confirmed tornadoes over 
south-centra l Georgia, 
causing structural dam-
age and injury (Figs. 11 
and 12). The most intense 
convection appears in the 
CloudSat profile over north-
ern Florida and Georgia 
with cloud tops generally 
around 12 km (Fig. 12). 
Also, at 31.5°N, an over-
shooting top appears that 
extends upward through 
the cloud system (resem-
bles an upward pointing 
red arrow) with the top at 
approximately 14 km. This 
feature occurred very close 
(in time and space) to tor-
nado reports and warnings 
in southeastern Georgia.

Tropical cyclones. CloudSat helps delineate cloud struc-
ture in the core regions of tropical cyclones (Mitrescu 
et al. 2008). The profile displayed in Fig. 13 (15 

September 2009) provides an example over Typhoon 
Choi-Wan, carrying maximum winds of about 
125 kt. The prominent central eye becomes wider 

Fig. 9. (top) GOES-11 Infrared Geocolor image, 1045 UTC 20 Nov 2009. Red 
line marks descending CloudSat overpass path. (bottom) CloudSat radar 
reflectivity profile.

Fig. 10. (top) GOES-11 Infrared Geocolor image, 1000 UTC 20 Oct 2007. Red 
line marks descending CloudSat overpass path. (bottom) CloudSat radar 
reflectivity profile.
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with increasing height in both the MODIS image 
from the Aqua satellite and the CloudSat profile. 
CloudSat reveals that the eye is cloud free over nearly 
the entire extent of the column, except that surface 

clutter prevents observation of lowest 1 km above 
the surface. The profile reveals information that the 
infrared image cannot. For example, on the northern 
side of the storm, precipitation is more stratiform, 

as revealed by the uniform 
melt ing layer at about 
4 km. On the southern side, 
however, precipitation is 
characterized by a number 
of convective turrets. This 
example illustrates how 
the A-Train can constitute 
a “virtual satellite” with 
sensors on different satel-
lites (Aqua and CloudSat) 
being easily colocated in 
time and space.

CloudSat can also be 
used to observe the periph-
ery of tropical cyclones. 
AMSR-E precipitation re-
trievals (Kummerow et al. 
2001; colors in Fig. 14) show 
heavy precipitation rates of 
approximately 1 inch per 
hour (25 mm h−1) near the 
center of eastern Pacific 
Hurricane Celia (25 June 
2010). Near the western 
periphery of the storm 
along the CloudSat over-
pass path, however, the 
precipitation rate drops to 
approximately 0.10 inch-
es per hour (2.5 mm h−1). 
Based on the AMSR-E/
GOES product alone, fore-
casters might believe that 
the storm canopy is respon-
sible for this precipitation. 
However, the CloudSat pro-
file shows a large cloud-free 
gap between the canopy 
aloft (tops about 13 km) and 
a layer of stratiform clouds 
just above the surface (tops 

Fig. 11. Hydrometeorological Prediction Center (HPC) radar/weather 
depiction, 1200 UTC 2 Dec 2009. Courtesy of National Centers for Environ-
mental Prediction (NCEP).

Fig. 12. (top) GOES-11 infrared 
Geocolor image, 1900 UTC 
2 Dec 2009. Red line marks 
ascending CloudSat overpass 
path. (bottom) CloudSat radar 
reflectivity profile.
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at about 2 .5 km). This 
critical information sug-
gests that the lower lay-
er is responsible for the 
precipitation observed by 
AMSR-E. Because of the 
demonstrated usefulness 
of microwave imagers to 
fix position and intensity 
(Hawkins et al. 2001; Lee 
et al. 2007), products like 
those shown in Figs. 13 
and 14 are now used rou-
tinely by forecasters along 
with v isible and infra-
red images. (See ht tps : / /www
.meted.ucar.edu/training_module
.php?id=159.)

CONCLUSIONS. Within each 
class of phenomena there is endless 
variability, and the cases here are not 
presented as typical or representa-
tive. To promote the use of A-Train 
profiles in training materials, the 
profiles must be displayed in the 
context of other products such as 
satellite images, weather maps, and 
ground radar plots. Without this 
coupling, meteorologists will not be 
able to relate cloud vertical struc-
ture to the horizontal structure of 
weather systems.

With infrequent refresh over a 
specific area and a latency of sev-
eral hours, CloudSat seldom captures 
evolving meteorological events in a 
way that could benefit forecasters. 

Fig. 14. (top) GOES-11 infrared image in 
black and white, 2130 UTC 25 Jun 2010; 
corresponding AMSR-E precipitation 
rates (h–1) in color. Red line marks 
ascending CloudSat overpass path. 
(bottom) CloudSat radar reflectivity 
profile.

Fig. 13. (top) Aqua MODIS 
visible image, 0355 UTC 15 
Sep 2009. Red line marks 
ascending CloudSat overpass 
path. (bottom) CloudSat radar 
reflectivity profile.
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However, data from future profilers may be delivered 
faster, enabling incorporation into the forecast process, 
especially poleward of about 50°N or S where temporal 
refresh increases. Even without real-time use, forecast-
ers can greatly increase their knowledge of their area 
of responsibility by viewing profiler products from 
recent and historic weather events. They can gain 
insight into a number of phenomena. The stability of 
precipitation regions is one example. The meteorolo-
gist can acquire knowledge of the influence of orogra-
phy on local cloud and precipitation patterns, relating 
upslope and downslope patterns to variations in wind 
flow and stability. Over oceans they can distinguish 
various types of cloud and precipitation regimes based 
on frontal type, cloud depth, and stability. CloudSat 
profiles over severe weather may supplement informa-
tion from ground-based radar and other observations. 
Additionally, CALIPSO profiles of fog and stratus can 
provide accurate tops that are nearly impossible to 
infer from visible and infrared images. Stratus clouds 
are often assumed to be of uniform altitude; these 
profiles reveal important slopes that are important to 
understanding how fog and stratus evolve. The focus 
of this article was on midlatitude weather systems. 
A-Train profilers also have important applications for 
education and training in diverse regions, including 
the Arctic, the Antarctic, and the tropics.
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Seniors at Embry-Riddle University—many of them making their first weather forecasts—

learn to see analysis and forecasting as both a scientific process and a business operation.

F or the last five years, a business process model 
has been used as a central organizing construct 
 for the senior-level Forecasting Techniques 

(WX 427) course at Embry-Riddle Aeronautical 
University’s Daytona Beach, Florida campus. 
The Applied Meteorology Program has been 
granting undergraduate degrees since 2001, so it 
is a relatively young program with approximately 

110 undergraduate majors and 180 minors. Embry-
Riddle’s undergraduate program offers five areas 
of concentration in aviation, media, commercial 
applications, computer applications, and research.
Forecasting Techniques is a three-credit-hour course. 
It is normally taken second or third in a required 
four-course sequence that begins with Synoptic 
Meteorology (WX 356, an introduction to synoptic 
meteorology and computer applications). Forecasting 
Techniques can be taken either in conjunction with 
or after Advanced Weather Analysis (WX 456, a 
course that blends concepts from synoptic and dy-
namic meteorology and provides an introduction 
to mesoscale meteorology). The sequence ends with 
a capstone course, Weather Operations Seminar 
(WX 457), which introduces students to simulated 
and real-world forecast operational environments 
representative of various career paths that they may 
take upon graduation.

There are several motivations behind the business 
process model approach to teaching WX 427. The 
first is to provide a central organizing concept for the 
course. Because WX 427 is normally taken between 

USING A BUSINESS PROCESS 
MODEL AS A CENTRAL 

ORGANIZING CONSTRUCT FOR 
AN UNDERGRADUATE WEATHER 

FORECASTING COURSE
by John M. Lanicci
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WX 356 and WX 457, the students typically enrolled 
in the class are seniors, the majority of whom are 
beginning to apply their knowledge from previous 
coursework as they learn to make their first weather 
forecasts. At this stage of their education, it is impor-
tant that they develop the proper “mental models” of 
analysis and prediction, especially as various concepts 
start coming together in the forecasting process; the 
process model provides a template to facilitate this.

A second reason for employing a process model 
in this course is to prepare the students for WX 457, 
which goes beyond basic forecasting skills and often 
has students working on team projects that incor-
porate the “business operations” portion of weather 
analysis and forecasting. The process model used 
in WX 427 contains two major components: one 
focused on the technical aspects of weather analysis 
and forecasting and the other on user-focused busi-
ness operations.

A third reason for using the process model is to 
provide an organizing framework for the students’ 
final project, which is based on detailed analysis of 
a historical event that was influenced by the weather 
or climate or a historical weather event. The students 
are required to employ both portions of the concept 
model in their case-study analyses in order to under-
stand the weather event and its impact on the affected 
region (e.g., population, infrastructure).

This paper provides a brief background on the use 
of process models to describe the weather forecasting 
enterprise, a history of the process model used in WX 

427, and a description of how the model is applied in 
the course. The paper concludes with a brief assess-
ment of the educational methodology employed in 
the course.

USING PROCESS MODELS TO DESCRIBE 
WEATHER ANALYSIS AND FORECASTING. 
According to Aguilar-Savén (2004), a business pro-
cess is a combination of a set of activities within 
a business that describes the logical order of its 
activities and their dependence on one another. 
Business process modeling is a representation of those 
activities, which enables a common understanding 
and analysis of a business’s key processes, deficien-
cies, and areas for process improvement. Aguilar-
Savén reviewed a dozen methodologies for business 
process modeling, ranging from flowcharts to very 
structured techniques that can be translated into 
computer programs. Because industrial meteorology1

often includes weather analysis and forecasting opera-
tions, it is not a great leap to adapt business process 
modeling techniques in order to improve our under-
standing of those operations.

Most of the business process models used to de-
scribe weather analysis and forecasting have been 
of the f lowchart type. In fact, these models have 
been quite useful to illustrate the evolution of the 
forecasting process itself. Dutton (2002) employed two 
flowchart-type diagrams (his Figs. 4 and 5) to compare 
traditional approaches for incorporating weather in-
formation in user decision making with an emerging 
approach where standard meteorological information 
produced by the federal forecast centers is converted 
by private-sector firms into impact information and 
decision aids for integration into user decision-making 
processes. Dutton’s Fig. 5 is reproduced here as Fig. 1 
for convenience of illustration.

More recent examinations of the forecasting 
process have focused on the user of the information 
in an attempt to improve our understanding of how 
weather information is employed in decision making 
and how different types of information are employed 
by different user communities. Morss et al. (2008) 
proposed a flowchart-based process model as part of 
the societal and economic research and applications 
portion of the North American The Observing System 
Research and Predictability Experiment (THORPEX) 
program. Their model examined the dissemination 
of weather information (including its uncertainty), 
the use of decision support tools by users, and how 

1 Industrial meteorology, according to Glickman (2000), is defined as “the application of meteorological data and techniques 
to industrial, business, or commercial problems.”

Fig. 1. The federal, private, and academic partnership 
in the atmospheric and climate sciences (from Dutton 
2002).
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the users’ outcomes could be fed back to weather 
information providers through a mixture of tradi-
tional meteorological forecast verification measures 
and value added/relevance to the user (see their 
Fig. 1). A related THORPEX concept paper on com-
municating uncertainty by Brooks and O’Hair (2006) 
also employed a f lowchart-based process model. 
Their model described the production of traditional 
meteorological information [e.g., numerical weather 
prediction (NWP) model forecasts]; interpretation 
by forecasters (including the forecast uncertainty); 
and the outcomes of that communication in terms 
of “economic value, personal safety, and trust” (see 
their Fig. 1). In both of these papers, the user’s inter-
pretation of translated forecast information and the 
outcomes of that interpretation were very important 
components of the process models. In the WX 427 
process model, concepts such as dissemination, inte-
gration into decision making, and the provider–user 
relationship (PUR) are used to convey ideas that are 
similar to these studies, albeit in less detail.

The process model used in WX 427 originated 
with the U.S. Air Force (USAF). H. Massie et al. (1995, 
unpublished manuscript) described the processes of 
data collection, analysis, and forecasting; applications 
to warfighter models; and 
dissemination in a concept 
paper that advocated in-
vestments in remote sens-
ing technologies that could 
provide observations in 
data-sparse areas. They 
argued that the observa-
tions obtained from these 
remote sensing platforms 
(data col lection) would 
form the critical foundation 
for all the process actions 
to follow, such as improved 
regional-scale NWP model 
forecasts (analysis and 
forecasting). The output 

f rom t he N W P model 
would be used to develop 
user-focused applications 
for predicting parameters 
such as cloud ceilings, sur-
face visibilities, and flight 
weat her hazards.  This 
information would then 
be fed to weather effects 
decision aids (applications 
to warfighter models) that 

would identify the potential impacts of the predicted 
weather on both friendly and enemy forces. The result-
ing impacts information would be made available to 
all levels of military operations through the develop-
ment of a robust global communications network of 
military and commercial systems (dissemination). 
This approach to depicting weather analysis and fore-
casting as a continuous process allowed USAF weather 
leadership to provide more quantitative estimates of 
weather information’s value added to daily operations. 
Lanicci (1998) subsequently captured this sequential, 
one-way process graphically using a flowchart-based 
process model (shown in Fig. 2). The evolution of 
USAF weather analysis and forecasting operations into 
a more continuously updating process that included 
information integration into the user decision-making 
process was described by Lanicci (2003) and is repro-
duced here as Fig. 3. Note that these military-focused 
papers highlighted the importance of developing 
accurate and relevant user-focused decision tools in 
order to optimize their use of weather information, 
not unlike the process models discussed by Dutton 
(2002) and Morss et al. (2008).

The description of the business aspects of weather 
analysis and forecasting is not restricted to process 

Fig. 2. Collection, analysis, and dissemination of weather information (from 
Lanicci 1998). The term “backbone comm” is used to show the presence of 
a robust global communications network that allows users at multiple levels 
of operations to have access to the same information.

Fig. 3. Notional WIPC adapted from Lanicci (2003). The two-way informa-
tion flow is shown by the thin black oval connecting the continuously updating 
functions of collection, assimilation, prediction, tailoring, and integration into 
decision making.
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modeling approaches. A number of university pro-
grams have used several different techniques to in-
corporate the business operations portion of weather 
analysis and forecasting into their curricula, either 
directly or indirectly. Several examples of the differing 
approaches are presented here and are not intended to 
be all-inclusive. One method is a student-based fore-
casting-type operation in association with the depart-
ment. Examples here include Penn State University’s 
Campus Weather Service (http://cws.met.psu.edu/), 
the University of South Alabama’s Coastal Weather 
Research Center (www.southalabama.edu/cwrc
/index1.html), and the University of Wisconsin—
Milwaukee’s Innovative Weather (Roebber et al. 2010; 
http://innovativeweather.weebly.com/). Another 
method is to offer an “industrial meteorology” or 
“business/commercial” track as an option in the 
undergraduate curriculum, such as the University of 
South Alabama’s Industrial Meteorology track and 
Embry-Riddle’s Commercial Weather area of con-
centration. In these types of programs, students take 
courses outside the department, such as Marketing, 
Management, or specialized courses offered within 
the department. A third approach is unique and 
has been used by the University of Oklahoma for 
the last 14 years, known as the Master of Science in 
Professional Meteorology option (MSPM; see http://
som.ou.edu/degrees.php?program=mspm). The 
program is geared toward students desiring a private-

sector career and includes two distinctive aspects:  
1) requirement for 12 credits of study in a secondary 
area and 2) student sponsorship/support by a private 
company, which includes an applied research project, 
normally chosen and supervised by the sponsor (Carr 
et al. 2002; Carr 2008).

A PPLI C ATI O N O F TH E BU S I N E S S 
PROCESS MODEL IN WX 427. The current 
version of the business process model employed in 
WX 427 is shown in Fig. 4. The model contains two 
primary but interrelated “tiers”: 1) the weather infor-
mation processing cycle (WIPC) and 2) the PUR. The 
process model expands several of the modules from 
the earlier USAF versions and adapts the symbol-
ogy of business process modeling notation (BPMN) 
described by White (2004).

The WIPC is shown as a rectangle, meaning 
that it is “owned” by “process participants” (BPMN 
nomenclature). These process participants are pri-
marily public-sector entities such as the National 
Centers for Environmental Prediction (NCEP) and its 
product centers for the modules through the tailored 
products phase. However, as in Dutton’s model, there 
is also participation by private-sector interests in 
the tailoring, dissemination, and user integration 
phases. The process participants are not shown as 
separate entities as required by a strict interpretation 
of BPMN but are shown together as a “community of 

providers.” This simplifica-
tion is made so that topics 
such as division of respon-
sibilities between public- 
and private-sector weather 
information providers can 
be introduced to students 
u s i ng t he  W IPC w it h 
minimal distraction from 
the symbology, while also 
illustrating that the public 
and private sectors can also 
partner. The individual 
process modules within 
the WIPC are shown by 
rounded rectangles, which 
denote activities (BPMN 
nomenclature), with the 
sol id a rrows denot ing 
sequence f lows (BPMN 
nomenclature) as data move 
through the production 
cycle and are transformed 
into useable information.

Fig. 4. Business process model employed in the Forecasting Techniques 
course. The top tier of the model labeled WIPC is described in the first part 
of WX 427. The bottom tiers entitled “provider” and “user” describe the 
PUR that is covered in the second half of the course.
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In the PUR portion of the model, the provider 
and user are shown as process participants (in this 
case using separate rectangles to make distinctions 
between providers and users of meteorological infor-
mation). The dashed arrows from user to provider and 
provider to WIPC process owner(s) denote message 
flows (BPMN nomenclature) between these groups, 
similar to the feedback processes proposed by Morss 
et al. (2008).

The process model is introduced to the students in 
multiple stages, beginning with collection, analysis, 
and prediction from the WIPC; transitioning to the 
PUR; and coming back to the WIPC modules of 
product tailoring, dissemination, and integration at 
the end of the course.

Collection, analysis, and prediction. The first three WIPC 
modules, shown in Fig. 3 as a cycle using the solid 
arrows, denote the traditional meteorological data 
production cycle operated at many centers around the 
world. The author spends the first three weeks of the 
course on this part of the cycle for two main reasons: 1) 
to familiarize the students with the data from the vari-
ous observing platforms they will be using in making 
and verifying their forecasts and 2) to introduce the 
students to the structure and operation of NWP mod-
eling systems run at national centers such as NCEP. To 
support the WIPC lectures, homework questions are 
developed from assigned readings taken from Persson 
(2007, hereafter P07), which includes sections on NWP 
model equations, physical processes, data assimila-
tion, and forecast verification and is written at a level 
quite understandable by senior undergraduates. Of 
particular interest is the forecast verification section 
of P07, which discusses both traditional verification 
scores such as mean absolute error and more forecast 
value-added measures such as cost/loss ratio. The 
forecast verification section is utilized extensively in 
the PUR, tailoring, dissemination, and integration 
portions of the course.

By modularizing portions of the WIPC, the author 
is able to address various aspects of the analysis and 
forecasting operation and introduce students to some 
of the issues associated with them. For example, in 
the collection lectures, we discuss the importance 
of satellite-based soundings in improving the analy-
sis and forecast quality of NWP models by using 
comparisons of data-coverage maps from different 
collection platforms obtained from the Met Office’s 
four-dimensional variational data assimilation 
(4DVAR) scheme (for details, see http://research
.metoff ice.gov.uk /research /nwp/observations
/data_coverage/index.html). The plots are shown to 

illustrate the uneven spatial distribution of rawin-
sonde, aircraft, and surface data observations com-
pared to those from the Advanced Television and 
Infrared Observation Satellite (TIROS) Operational 
Vertical Sounder (ATOVS) and the sheer quantity 
of observations available from satellite soundings 
compared to those from conventional sources. An 
accompanying 500-hPa height anomaly correlation 
time series from the European Centre for Medium-
Range Weather Forecasts (ECMWF) NWP system, 
taken from Fig. 3 of Hollingsworth et al. (2002), is 
then shown to illustrate how the introduction of 
satellite-based soundings has closed the verification 
gap between the hemispheres and helped improve the 
quality of model forecasts in general.

The preceding collection discussion is a good segue 
to the analysis section, which employs the COMET 
module on data assimilation (available online at 
www.meted.ucar.edu/nwp/model_dataassimilation/) 
as a homework assignment and lecture tool in 
addition to P07, in order to introduce the students to 
the sophistication of today’s NWP analysis systems. 
Although the intent of the analysis module is to give 
the students an appreciation for the complexity of 
data assimilation, it is just as important to give them 
some tools to evaluate the quality of model analy-
ses and short-range forecasts. These quality check 
tools along with some suggested sources are listed 
in Table 1.

The prediction module takes the longest to 
complete. It is divided into multiple lectures along 
with a homework assignment on NWP. The lectures 
cover topics such as the history of NWP, model 
dynamics and physics, model postprocessing to 
include an introduction to model output statistics 
(MOS), and an intercomparison of operational 
models running at national centers such as NCEP. 
The lectures and homework are designed to give the 
students a qualitative appreciation for the complexity 
of the prediction model equations, physics param-
eterizations, and reasons for postprocessing raw 
model output. They also get introduced to the types 
of physical and dynamic features that a model can 
resolve as a function of its horizontal grid spacing and 
distribution of levels in its vertical coordinate system. 
One way to convey these differences in resolution is 
through comparing model depictions of topography 
in regions of complex terrain. An example comparing 
the Global Forecast System (GFS), North American 
Mesoscale model (NAM), and actual topography in 
Alaska is used in lecture because Anchorage Interna-
tional Airport (PANC) is one of the cities for which 
the students make forecasts.
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The prediction module concludes with an intro-
duction to forecasting techniques such as persis-
tence/modified persistence (important in Florida, 
especially during the wet season), climatology, 

analogues, and the fore-
cast funnel (Snellman 
1982). It is emphasized 
t hat  a n operat iona l 
forecast of ten com-
bines features of these 
techniques. It is also 
at this stage where the 
students begin making 
their first set of weather 
forecasts, a series of five 
city pairs for Daytona 
Beach and a second 
loc at ion out  of  t he 
conterminous United 
States (CONUS). The 
list of cities and forecast 
parameters is shown in 
Table 2. These city-pair 
forecasts give the stu-
dents an opportunity to 
put into practice what 
they learned in the first 
three WIPC module 
lectures and homework. 
For example, in the col-

lection lectures, students are introduced to the op-
eration of the Automated Surface Observing System 
(ASOS) and examine the observing procedures from 
OFCM (2005), particularly with respect to the FMH 

Table 1. Suggested NWP model analysis quality check tools given to 
students in analysis module of WX 427.

Tool Suggested sources (not all-inclusive)

Compare observations (surface, 
upper air, or both) with model-
analyzed isobars and heights.

In house: NCEP Advanced Weather Interactive 
Processing System Map (NMAP) and General 
Meteorology Package Analysis and Rendering 
Program (GARP) plots of surface; upper-level 
observations overlaid with visible and/or IR imagery

Web: California Regional Weather Server at 
San Francisco State University (http://virga.sfsu.edu 
/crws/press.html) 

Compare the model-predicted 
variables (e.g., geopotential 
heights and vorticity) with 
satellite data in the early hours 
of the forecast cycle.

In house: NMAP animation of 6-h GFS; NAM 
forecasts of sea level pressure/thickness overlaid 
with visible and/or IR imagery; 500- and/or 300-hPa 
forecasts overlaid with water vapor imagery)

Compare model prediction 
with its own analysis (e.g., 18-h, 
700-hPa forecast from GFS valid 
at 0600 UTC today compared 
to the GFS 0600 UTC analysis).

In house: NMAP and GARP overlays

Web: NCEP Central Operations (http://mag.ncep 
.noaa.gov/NCOMAGWEB/appcontroller)

Compare analysis fields of two 
different models (e.g., 700-hPa 
analysis from GFS and NAM).

In house: NMAP and GARP overlays

Web: NCEP Central Operations (http://mag.ncep 
.noaa.gov/NCOMAGWEB/appcontroller)

Table 2. WX 427 list of cities and forecast parameters from spring 2010 semester.

Locations Date Parameters

Daytona Beach and Frankfurt, 
Germany (practice exercise)

Monday, 22 Feb in class [due no later than (NLT) 
midnight 22 Feb]

Temperature, dewpoint (both 
in °F) , wind direction (10° 
increments) and speed (kt), sea 
level pressure (whole hPa), and 
WX = Y/N*

Forecast for Wednesday, 1200 UTC 24 Feb

Daytona Beach and Frankfurt, 
Germany (exercise 1)

Friday, 26 Feb in class (due NLT midnight 26 Feb) Same as practice exercise

Forecast for Sunday, 1200 UTC 28 Feb

Daytona Beach and Anchorage, Alaska 
(exercise 2)

Wednesday, 3 Mar (due NLT midnight 3 Mar) Same as practice exercise

Forecast for Friday, 1200 UTC 5 Mar

Daytona Beach and Tokyo, Japan 
(Narita Airport) (exercise 3)

Monday, 8 Mar (due NLT midnight 8 Mar) Same as practice exercise

Forecast for Wednesday, 1200 UTC 10 Mar

Daytona Beach and London, UK 
(Heathrow Airport) (exercise 4)

Monday, 22 Mar (due NLT midnight, 22 Mar) Same as practice exercise

Forecast for Wednesday, 1200 UTC 24 Mar

Daytona Beach and Sydney, Australia 
(exercise 5)

Monday, 29 Mar (due NLT midnight 29 Mar) Same as practice exercise

Forecast for Wednesday, 1200 UTC 31 Mar

* WX = Y/N refers to the binary yes or no forecast of whether surface visibility will be <7 miles and/or precipitation will be 
observed at the airport (WX = Y) or the surface visibility will be ≥7 miles with no precipitation (WX = N).
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visibility reporting procedures. This part of the 
FMH becomes particularly relevant in the “WX = 
Y/N” portion of the exercises described in Table 2. 
The formulation of this forecast criterion forces the 
students to pay close attention to the observational 
data and not become totally reliant on the NWP 
products and MOS guidance. Additionally, the WX 
= Y/N parameter is used to illustrate the difficulties 
associated with making a “binary” forecast decision, 
which often frustrates both students and instructor 
alike when the forecast does not verify. The author 
subsequently builds upon this binary forecast ex-
perience in the second part of the course, when the 
students are introduced to making probabilistic-
type forecasts.

Provider–user relationship. The purpose of the PUR 
is to show that the relationship between providers 
and users of meteorological information has certain 
aspects that both sides need to understand and that 
this relationship can in turn affect the execution of 
the WIPC through user requirements (e.g., new ob-
servational data needs) and product feedback such 
as forecast verification statistics and value-added 
performance metrics. Within the PUR, we examine 
concepts pertaining to this relationship from the 
points of view of both the provider and user. These 
topics, summarized in Table 3, include several that are 
not traditionally covered in introductory forecasting 
courses, such as user-requirements analysis. It has 
been the author’s experience that proper development 

Table 3. WIPC/PUR module topics covered in the second part of WX 427.

Module Topics

Provider’s knowledge of meteorological 
principles (PUR)

• Atmospheric scales of motion and how to apply to forecasting

· Interactions between Florida sea-breeze circulations and 
synoptic-scale pressure gradient

• Application of climatology to forecasting

· Use and interpretation of frequency distributions

• “Phenomenology” such as local effects and types of weather 
typically observed in a location

Provider’s knowledge about the user’s 
operation (PUR)

• How weather/climate impact the user’s business operations

• Knowledge of user requirements

· Distinguishing between user requirements (general needs), 
specifications (specific types of information, how often, etc.), and 
provider’s capabilities

• How to convey your limitations to the user

User’s knowledge of meteorological 
principles (PUR)

• Types of users and how they use weather information

· General public

· “Specialized” users (e.g., aircrews)

· Users who are also providers (e.g., other forecasters, air traffic 
controllers)

User’s knowledge about the provider’s 
services (PUR)

• Knowledge of how weather/climate impact business

User’s knowledge of how weather/climate 
impacts operations (PUR)

• Requirements for weather/climate services from the provider

• Knowledge of provider’s capabilities and limitations 

• Defining the user’s “mission space”

· Resource protection, risk mitigation, exploitation of weather 
versus adversary/competitor

Dissemination of tailored weather 
products to the user (WIPC)

• Dissemination technologies

· Handheld devices and real-time notification of significant weather

Integration of weather information into 
user decision-making process (WIPC)

• Examples of weather organizations that are well integrated into 
user decision process

· 45th Weather Squadron field trip
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of user requirements is a very complex process for 
which many scientific professionals are unprepared 
when they move into technical management positions 
later in their careers.

At this point, it would be useful to explain why the 
PUR is covered before the product tailoring, dissemi-
nation, and integration modules in the WIPC. There 
are three reasons: 1) Establishing the types of tailored 
weather information products needed by users is 
determined by analysis of the user’s requirements. 
2) The method of weather product dissemination is 
also largely determined by the user’s requirements. 
3) Integration of the weather information into the 
user’s decision-making process is usually part of the 
user’s business practices. In order to understand the 
latter part of the WIPC then, it is better to cover the 
PUR first. This portion of the course also marks the 
transition from the city-pair forecasts to a second set 
of forecasting exercises that reinforces the concepts 
taught in this phase of the course.

The PUR begins with a series of lectures on the 
types of meteorological knowledge that a provider 
needs in order to understand fully and satisfy the 
requirements of the user. This includes topics such as 
scales of motion; applications of descriptive, dynamic, 
and applied climatology; and knowledge of local 
effects/phenomenology. In-class examples are often 
used to cover several of these areas simultaneously. A 
good illustration is the Florida sea-breeze circulation. 
In the WIPC, the sea-breeze phenomenon was used as 
an example of the limitations in NWP model repro-
duction of mesoscale features, incorporating portions 
of the COMET sea-breeze module (available online 
at www.meted.ucar.edu/mesoprim/seabreez/index
.htm). In the PUR, the Florida sea-breeze circulation 
is used to examine the interaction between processes 
operating on the synoptic scale and mesoscale in the 
scales-of-motion lecture but also as an example of 
local effects and phenomenology knowledge that a 
forecaster must have. The sea-breeze phenomenon is 
a very useful teaching tool in the course because the 
lecture materials are reinforced through forecasts for 
Daytona Beach International Airport (KDAB) and the 
National Weather Service (NWS) Melbourne forecast 
office’s area of responsibility in east-central Florida.

The PUR discussion continues with an examina-
tion of the relationship between providers and users. 
Here, the author asks the question, “What does the 
provider need to know about the user?” This leads 
to discussion of the types of users of meteorologi-
cal information, weather “salience” of the user (see 
Stewart 2009), determining how the weather and/or 
climate impact the user’s business operation and 

how to determine user requirements and convey the 
provider’s limitations to the user. In class, the author 
gives students examples of vague and specific user 
requirements, requirements that sound more like 
“solutions,” and unrealistic requirements (i.e., going 
beyond the provider’s capabilities) and asks the stu-
dents to distinguish among them.

The “flip side” of the PUR is examined with the 
question, “What does the user need to know about 
the provider?” In this section, the class covers points 
about determining the meteorological knowledge 
of users, how much users can articulate about how 
weather and/or climate impact their business opera-
tions (i.e., whether they have quantitative impact data 
or anecdotal experiences only), and how users may 
convey their requirements for weather and/or climate 
services to the provider (e.g., “I do not know what I 
need. What do you have?”). The author emphasizes 
the importance of ensuring the user understands 
the provider’s capabilities and limitations, espe-
cially during the requirements analysis portion of 
developing their business relationship.

The PUR section closes with an illustration of 
one method for determining user requirements, by 
categorizing his/her “mission areas.” This essen-
tially involves examining the user’s weather and/or 
climate sensitivities and needs in three domains: 
1) resource protection; 2) risk mitigation; and 3) 
exploitation. Resource protection is defined as the 
traditional mission of protecting life and property. 
Risk mitigation is defined here as “sustained action 
taken to reduce or eliminate long-term risk to people 
and their property from hazards and their effects” 
[taken from the Federal Insurance and Mitigation 
Administration, a division of the Federal Emergency 
Management Agency (FEMA); see www.fema.gov
/about/divisions/mitigation.shtm]. Exploitation is 
presented as an emerging area of support to busi-
ness and military users. It is distinguished from risk 
mitigation by examining the user’s weather and/or 
climate sensitivities vis-à-vis a competitor, in order to 
determine if there are weather and/or climatic situa-
tions that the user can exploit to his/her advantage, 
at the expense of the competition. This portion of the 
course uses several hypothetical as well as historical 
examples to illustrate these ideas and emphasizes that 
there is nearly always a significant overlap among the 
three mission areas.

Product tailoring, dissemination, and integration into user 
decision making. The PUR and WIPC are linked when 
we examine how different types of users (e.g., general 
public, businesses, aviation, and the military) employ 
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tailored weather informa-
t ion and sophist icated 
dissemination technologies 
to integrate the information 
into their decision-making 
processes. At this stage of 
the course, the students are 
introduced to a new set of 
real-time forecasting exer-
cises. These exercises give 
the students, now working 
in teams, experience pre-
paring different types of 
tailored weather forecasts, 
varying from synoptic-scale 
products similar to those of 
the Hydrometeorological 
Prediction Center (HPC) to 
local forecasts for a hypo-
thetical weather-sensitive 
customer. These exercises 
are summarized in Table 4. 
Although only the fourth 
type of forecasting exer-
cise is totally linked to the 
PUR, the introduction of 
probability-based forecasts in exercise types 2 and 
3 gives the students an appreciation of how a user 
would employ this type of information as opposed to 
the binary yes/no employed in the city pairs. At the 
completion of these last four exercises, the students 
are now prepared for the types of team-based projects 
they will execute in WX 457.

To drive home the point about being integrated 
into the user’s decision-making process, the class 
goes on a field trip to the USAF’s 45th Weather 
Squadron operations center at Cape Canaveral Air 
Force Station. This visit consists of a mission briefing; 
tours of the Applied Meteorology Unit and operations 
floor, complete with product demonstrations; and a 
briefing on how to develop tailored products that are 
timely, relevant, and useable for real-time decision 
making. The trip allows the students to get a first-
hand look at how tailored weather decision guidance 
is integrated into the decision-making process for 
space launches.

ASSESSMENT OF THE EDUCATIONAL
METHODOLOGY EMPLOYED IN WX 427. 
The breakdown of grading in WX 427 has historically 

been a 50–50 split between forecasting exercises 
and homework/final project. This is done because 
the course is a combination of traditional lecture, 
homework, and forecast practicum, and the intent is 
for the students to learn about the forecasting enter-
prise by applying the WIPC/PUR business process 
model throughout the semester. In order to assess the 
effectiveness of the WIPC/PUR model as a teaching 
tool, the author used several methods. First, the 
author examined how well the students applied the 
WIPC/PUR model in their final projects by looking 
at the project grading distribution over the past eight 
semesters.2 Within this sample, the author also com-
pared the grades for the four most commonly chosen 
project topics and looked for similarities and differ-
ences between them and the rest of the project topics. 
Second, the author investigated the results of end-
of-course evaluations, paying particular attention 
to student ratings on course organization, clarity of 
objectives, and the overall evaluation of the course, 
these being a ref lection of using the WIPC/PUR 
model as an organizing construct.

The final project consists of a written paper and an 
oral presentation, in which the students are instructed 

Table 4. Forecasting exercises used during the second half of WX 427.

Forecast type Verification method

Type 1: Continental U.S. forecast chart 
of sea level pressure, highs, lows, fronts, 
troughs, precipitation areas, types, and 
intensities, patterned after the NCEP HPC

Subjective, using HPC analysis, radar 
summary, and weather depiction 
charts for valid time

Type 2: Forecast for east-central Florida 
area, patterned after the graphical 
product from the NWS forecast office in 
Melbourne: variables are temperature, 
dewpoint, and probability of precipitation 
for two specific times

Subjective, using plotted and analyzed 
surface observations and regional 
radar summary for valid times, and 
objective, using mean absolute error 
scores and Brier scores for selected 
stations

Type 3: Point forecast KDAB using hourly 
weather graph format from the NWS 
forecast office in Melbourne; variables are 
temperature, dewpoint, wind direction/
speed, and probability of precipitation over 
a 24-h period

Objective, using mean absolute error 
from KDAB observations and Brier 
score for probability of precipitation

Type 4: Forecast for a weather-sensitive 
customer, usually an outdoor event 
at a specific location for multiple time 
periods: variables are usually probability 
of measurable precipitation; probability of 
accumulated precipitation above a specified 
threshold; and/or probability of occurrence 
of thunderstorms, snow, etc.

Objective, using Brier score and Brier 
skill score for comparison against 
climatological probabilities: cost–loss 
calculations after P07

2 The results from the fall semester 2006 were excluded from this study because this was the first time the author taught the 
course, and it was restructured into its present form in spring semester 2007.
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to apply the principles of the WIPC and PUR that they 
learned throughout the course. Specifically, they are 
asked to describe which portions of the WIPC were 
most relevant to their case and how well they worked 
and to evaluate the PUR in terms of areas such as pro-
vider knowledge of the user and user weather knowl-
edge and awareness. Specific examples from historical 
events are used to illustrate aspects of the WIPC and 
PUR as a means of providing project guidance. For 
example, the WIPC processes of collection, analysis, 
prediction, and integration were most important for 
the D-Day invasion because the Allies’ superior obser-
vational data availability over the northeast Atlantic 
Ocean led to a better analysis and forecast on the 
Allied side versus the German side. This forecast was 
effectively integrated into planning and execution to 
achieve the surprise necessary for the invasion’s suc-
cess. A standard PUR example used in class is the re-
lationship among forecasters, engineers, and National 
Aeronautics and Space Administration (NASA) deci-
sion makers in the Space Shuttle Challenger accident. 
We discuss the lack of communication and improper 
integration of weather into the decision-making pro-
cess that led to the tragedy (among several lessons that 
are reinforced during the 45th Weather Squadron field 
trip). When the students apply the WIPC/PUR model 
properly to their case studies, this is reflected in their 
project grades.

The final-project grades from spring semester 
2007 through fall semester 2010 are shown in a 

box-and-whisker timeline 
plot (Fig. 5). The majority 
of project scores typically 
ranged from the upper 70s 
to the lower 90s. The mean 
grade over this period was 
85.5 with a standard de-
viation of 7.4; there were 
51 total projects encom-
passing 109 students. This 
result suggests that the 
majority of students were 
achieving a reasonable un-
derstanding of the WIPC/
PUR model as it applied to 
their final-project cases. 
However, Fig. 5 also shows 
an increase in the range 
of grades after fall semes-
ter 2008, with an increase 
in the number of project 
grades below 70 during the 
last three semesters. The 

project guidance remained relatively unchanged 
throughout this period with one notable exception. 
Beginning with fall semester 2008, the term paper 
due date was changed to three weeks earlier than in 
previous semesters. This change was made to give stu-
dents the opportunity to make revisions prior to the 
end of the semester; the presentation dates remained 
unchanged. The rationale was that the review and 
revision process would provide a valuable learning 
experience, potentially leading to a final written 
product suitable as a writing sample for prospec-
tive employers. However, it is quite possible that the 

Fig. 6. Student representation of PUR during Hurricane 
Katrina.

Fig. 5. Timeline graph showing final-project grading distribution for WX 427. 
The boundary between the blue and red columns denotes the median class 
grade. The numbers enclosed by boxes above each plot denote the number 
of student teams for that semester.
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earlier due date resulted in some students having an 
incomplete grasp of the WIPC and PUR, with the 
revision process becoming more of a “dot the i’s and 
cross the t’s” exercise than a true manuscript revision. 
The mean project grade/standard deviation before 
the due-date change was 86.3/5.9; after the change it 
was 85.1/8.2. The author ran a z test on the grading 
data from before and after the due-date change; the 
test results showed that the means did not differ 
significantly. However, it is entirely plausible that 
an inability to grasp the WIPC/PUR concept fully, 
combined with the amount of revision to an already 
problematic paper, may have been too challenging 
for some students given the limited time for revisions 
(~1–2 weeks) at the end of the semester. The paper 
revision policy may need to be revisited.

The author performed an additional analysis of 
student projects from the four most popular top-
ics: Hurricanes Andrew and Katrina (each chosen 
four times), space weather (chosen three times), 
and the Groundhog Day 2007 tornado outbreak in 
central Florida (chosen three times). This review 
encompassed 14 projects (33 total students) and 
allowed for some “common ground” upon which 
to judge student performance; the sample included 
projects from before and after the due-date change. 
The grades for these groups ranged from 75 to 95, 
with a mean/standard deviation of 87.0/6.1, close 
to the overall project average/standard deviation 

of 85.5/7.4. There was some good student ingenu-
ity in these case studies; two examples from the 
Hurricane Katrina projects are worth noting. One 
group suggested that the WIPC be used as a planning 
tool for future events to identify areas of potential 
breakdowns between the provider and user com-
munities, whereas another group built their own 
information flow diagram of the PUR for this case 
(shown here as Fig. 6). The student PUR diagram is 
particularly insightful in that it illustrates several 
sources of weather information for the general public 
(e.g., NWS, various levels of government, and the 
media). Despite the dissemination of dire warnings 
from the NWS, a mandatory order to evacuate New 
Orleans was not given until less than 24 h before 
landfall (U.S. House of Representatives 2006). In this 
case (and illustrated in Fig. 6), multiple information 
providers could be a source of confusion depending 
on the message, thus affecting the ability of users to 
act on the information.

Finally, the student evaluations for the last eight 
semesters were examined, with particular attention 
paid to questions about course objectives, organiza-
tion, and overall satisfaction. Unfortunately, the 
university changed the course evaluation questions 
after fall semester 2008, so analogous questions were 
used to determine student reaction to the course’s 
statement of objectives and its organization. Table 5 
shows a listing of the evaluation questions along with 

Table 5. Student end-of-course evaluation ratings for WX 427 course objectives and organization.

Almost 
always Often Infrequently

Almost 
never

1) The instructor made the course 
objectives clear (spring 2007–fall 2008); 
The learning outcomes were clearly 
stated (spring 2009–present).

72.1% 27.9% 0.0% 0.0%

2) The instructor organized and 
presented the course material effectively 
(spring 2007–fall 2008); The instructor 
taught the course content in a manner 
that made it understandable (spring 
2009–present).

72.1% 25.6% 2.3% 0.0%

(Spring 2007–fall 2008) Excellent 
Above 

average Average
Below aver-

age Poor

3) Considering everything, I would rate 
the instruction in this course.

56.5% 37.0% 6.5% 0.0% 0.0%

(Spring 2009–present)
Strongly 

agree Agree Disagree 
Strongly 
disagree

3) I am satisfied with the instruction in 
this course.

82.1% 17.9% 0.0% 0.0% 0.0%
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the response rates. Generally speaking, the students 
approve of the way in which the objectives have been 
presented and organized, with over 70% of the 86 
respondents rating the objective/organization in the 
highest category (questions 1 and 2 in Table 5). The 
results for the overall rating are also encouraging, 
with over 90% of student respondents rating the 
course as above average/excellent and over 80% 
strongly agreeing that they were satisfied with the 
course instruction (question 3 in Table 5).

CONCLUSIONS. This paper presented a business 
process model for the weather forecasting enterprise 
that encompasses both its technical and business 
operations aspects. The model, adapted from the 
USAF, is similar to flowchart process models used 
by Dutton (2002) to describe the transition of the 
weather forecasting enterprise and those of Morss 
et al. (2008) and Brooks and O’Hair (2006) that 
focused on the users of weather information and 
the outcomes of their usage. The primary purpose 
of the model in the course is as a central organizing 
construct, helping students bring together various 
concepts from their previous coursework and to 
prepare them for the simulated operations of the 
Embry-Riddle Applied Meteorology Program’s cap-
stone course.

In particular, the importance of the PUR portion 
of the model cannot be overlooked. It is vitally impor-
tant for the weather information provider, especially 
if he or she is in a business–client relationship with a 
user, to understand user requirements, expectations, 
and subject-matter grasp of weather and climate. 
The PUR is also a useful tool for defining roles and 
relationships within a specific type of operation. 
For example, as this paper goes to press, a consider-
able amount of analysis and testing is being done to 
define policies for production and usage of aviation 
weather information in the four-dimensional data 
cube being defined by the Next Generation Air Trans-
portation System program (see, e.g., the summary of 
the 2011 Friends and Partners of Aviation Weather 
Summer Meeting, particularly the last session, 
entitled “Building the SAS, policy and governance 
challenges”: available at www.ral.ucar.edu/general
/Summer_Meeting_2011/).

Assessment of the concept model gave generally 
good results, as evidenced by above-average final-
project grades using the WIPC/PUR model as the 
analysis template. However, the idea of allowing 
term paper revisions by changing the deadline to 
an earlier date appears to have mixed results in 
that some students may not have fully grasped the 

WIPC/PUR concept until the end of the semester. 
One of the ideas being considered is to move some 
of the PUR material into WX 457, where it may be 
a better fit with that course’s objectives, allowing 
the students to concentrate more on the technical 
aspects of the analysis and forecasting process in 
WX 427.

Although the WIPC/PUR model is a useful 
teaching tool in this course, its adaptation by educa-
tors in other meteorology/atmospheric science pro-
grams should be tempered by examining the context 
within which they intend to use it. This model was 
helpful in WX 427 because the course is a “waypoint” 
between the beginning synoptic meteorology course 
and the weather operations seminar in Embry-
Riddle’s program. Programs with more than one 
forecasting course (e.g., practicums, current weather 
discussions) should evaluate the use of this model 
only after considering the differences between the 
way it has been used here and how it may be employed 
elsewhere.

The usefulness of the model to teach students 
how to forecast has not been fully evaluated. There 
are four years of city-pair forecast data that can be 
analyzed statistically to determine if there is student 
forecaster learning taking place and to what extent. 
This type of analysis would be quite useful in linking 
course objectives with outcomes, in addition to those 
presented here, and is being considered for future 
investigation.
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Book Reviews

Modelling the iMpact of cliMate change on Water resources
Fai Fung, Ana Lopez, and Mark New, Eds., 2010, 200 pp., $129.95, hardbound, Wiley-Blackwell, ISBN 978-1-4051-9671-0

A brief introduction presents the major themes dis-
cussed in this book and an overview of its organi-
zation. The chapter topics follow the typical steps 

performed in a study of the impact of climate change 
on water resources. The book provides an overview of 
the current state of the science and practice at a time 
when climate change is an active area of research 
and water managers are often unsure of how to use 
the uncertain climate projection information. The 
importance of the topic is evidenced by efforts by the 
Water Research Foundation to fund practical research 
for applying climate change information 
and by the Water Utilities Climate Alliance 
to identify additional research needs and 
data required by water managers.

The second chapter, “Weather and 
Climate,” begins by discussing the differ-
ences between weather and climate, but 
then focuses the discussion on climate 
modeling. A simple energy balance model 
is contrasted with Global Climate Models 
(GCMs) to demonstrate that even a simple model 
can be effective in revealing some aspects of climate 
change. The reader is given a good introduction to 
climate modeling, including basic constructs, the 
need for parameterizations to capture small-scale 
processes, (e.g., cloud formation), difficulties in evalu-
ating model outputs, sources of model uncertainty, 
and model limitations. The chapter touches on the 
important issues of concern to hydrologists, but some 
additional discussion of what information the models 
are not capable of providing might give hydrologists 
insight to avoid inappropriate uses of model outputs. 
A brief discussion is included of the possible advances 
in climate modeling over the next few years. More 
specific information about differences between the 
GCMs used in the Coupled Model Intercomparison 
Project (CMIP) 3 and the CMIP5 would be of interest 
to the reader, along with how this might impact their 
utility for impact analysis.

Chapter 3, “Regional Climate Downscaling,” pro-
vides some historical perspective for downscaling and 
then presents an overview of downscaling approaches 
used today. The chapter includes less discussion of 
dynamic downscaling than statistical downscaling 
approaches; however, weather classification schemes, 
transfer functions, and weather generators are pre-
sented with sufficient detail. An extensive set of refer-
ences is included for readers interested in more detail. 
The chapter provides a nice summary of downscaling 
intercomparison studies and makes the point that 

GCM boundary conditions are the main 
source of uncertainty affecting downscal-
ing. The section on uncertainty discusses 
methods used and difficulties in estimat-
ing probability distributions of climate 
parameters based on ensemble experiments 
accounting for emission scenarios, climate 
model structure and parameterizations, 
initial conditions, and downscaling. The 
reader is left with the sense that there is 

more promise in improving estimates of the uncer-
tainty than in reducing the uncertainty. A section 
on translating theory into practice presents three 
ways downscaling information is used to support 
adaptation planning: detecting hydrologic change, 
assessing impacts, and evaluating adaptation alter-
natives. The presentation includes a comprehensive 
summary of the work to date and points out that 
there are limited examples where downscaling has 
been an integral part of an adaptation evaluation 
exercise. The chapter concludes with an interesting 
discussion of the usefulness of climate scenarios, 
and stresses the importance of robust adaptation 
planning, particularly in regions where the uncer-
tainty is large and there is no real consensus among 
climate models (e.g., sign of precipitation change or 
rate of warming).

Chapter 4, “Water for People: Climate Change and 
Water Availability,” describes the traditional water 
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Drought: Past Problems anD 
Future scenarios
J. Sheffield and E. F. Wood, 2011, 248 pp., $84.95, 
hardbound, Routledge, ISBN 978-1-84971-082-4

the aim of this book is to review the 
historical occurrence of global drought 
and assess likely potential changes over 
the twenty-first century under climate 
change. it includes discussion of the en-
vironmental factors that act to force, 
prolong, and dissipate drought. it ex-
plores the developing field of drought 
monitoring and seasonal forecasting 
and describes how they are vital for 
identifying emerging droughts and 
for providing timely warnings to help 
reduce the impacts. it also provides a 
broad overview of large-scale drought 
and places it in the context of climate 
variability and change.

renaissance meteorology: 
PomPonazzi to Descartes
C. Martin, 2011, 224 pp., $50.00, hardbound, 
Johns Hopkins University Press, ISBN 978-1-4214-0187-4

this title looks at how renaissance 
scientists analyzed and interpreted 
rain, wind, and other natural phenom-
ena and how such events impacted the 
great thinkers of the scientific revolu-
tion. it argues that because meteorolo-
gy involved conjecture and observation 
and forced attention to material and 
efficient causation, it paralleled devel-
opments in the natural philosophies of 
descartes and other key figures of the 
scientific revolution. the book also ex-
plores how natural philosophers of the 
time debated the meanings, causes, 
and purposes of natural disasters and 
other weather phenomena.

introDuction to moDern 
climate change
A. E. Dessler, 2012, 238 pp., $110.00, hardbound, 
Cambridge University Press, ISBN 978-1-107-00189-3

the goal of this textbook is to prepare 
students to engage in the public policy 
debate on the issue of global climate 
change. it is divided into two separate 
sections: the first half is focused on 
the science, including evidence that 
the earth is warming and a basic 
description of climate physics. this 
section also covers the concepts of 
radiative forcing, feedbacks, and the 
carbon cycle. the second half of the 
book goes beyond the science to ad-
dress economics and policy, includ-
ing a short history on the politics of 
climate science.

supply planning process and presents an approach 
for planning to account for the impact of climate 
change. It begins with a discussion of the types of 
hydrologic models that can be used to estimate avail-
able water, and issues to be considered when selecting 
a hydrologic model. The discussion shifts to water 
supply systems and how the amount of deployable 
water can be computed from the supply–demand 
balance. A section on water demand identifies the 
direct and indirect climate change impacts on de-
mand and provides some suggestions for estimating 
future demands. Water resource systems models are 
introduced as a powerful way to analyze the water 
supply–demand balance, as well as a useful tool 
to evaluate adaptation alternatives. The chapter 
ends with a philosophical discussion of a scenario-
adaptation planning approach that provides a com-
prehensive analysis of alternatives across a range of 
climate scenarios to enable water planners to assess 
risks. It emphasizes the importance of selecting a 
balanced portfolio of alternatives that will provide 
f lexibility and robustness in an uncertain climate 
future.

The discussion of adaptation planning continues 
in chapter 5, “Emerging Approaches to Climate 
Risk Management.” The chapter emphasizes the 
need to move away from planning approaches that 
rely on known probability distributions of future 

streamflow. It reiterates earlier discussion that one 
approach is to insure that water supply systems can 
deal with variability in the current climate first, and 
then to identify vulnerabilities to a wide range of 
climate change scenarios. It is recommended that 
adaptation planning consider “low regret” options 
to insure that future options are not eliminated, and 
that plans should include alternative option pathways 
that can be triggered based on monitoring of climate 
parameters.

The final chapter presents three case studies of ap-
proaches to analyzing the impacts of climate change 
on water resources. The studies are taken from dif-
ferent countries and exemplify a range of complexity 
in approach. They demonstrate practical approaches 
to climate impact analysis and provide concrete ex-
amples for the reader who is new to the field.

Although the book is composed of contribu-
tions from several authors, it is well written and an 
easy read. At times there is overlap between topics 
discussed in different chapters, but that overlap 
is not excessive. Some of the figures presented in 
black-and-white could be enhanced through the use 
of color; however, it can be inconvenient to refer to 
the center section of the book where the color plates 
are found.

 Overall, the book is highly recommended. It pro-
vides an excellent summary of the current state of the 
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sPatiotemPoral Data analysis
G. Eshel, 2012, 317 pp., $85.00, hardbound, 
Princeton University Press, ISBN 978-0-691-12891-7

this book introduces advanced under-
graduate students, graduate students, 
and researchers to the statistical and 
algebraic methods used to analyze 
spatiotemporal data in a range of 
fields, including climate science, 
geophysics, ecology, and astrophys-
ics. it begins with a primer on linear 
algebra, providing readers with the 
mathematical foundations needed 
for data analysis. it then explains the 
theory and methods for analyzing 
spatiotemporal data, from the basics 
to the most advanced applications. 
it features numerous real-world 
examples as well as sample homework 
exercises and suggested exams.

climate aDaPtation anD 
FlooD risk in coastal cities
J. Aerts et al., Eds., 2011, 332 pp., $84.95, 
hardbound, Routledge, ISBN 978-1-84971-346-7

this book presents climate adaptation 
and flood risk problems and solutions in 
coastal cities, including an independent 
investigation of adaptation paths and 
problems in rotterdam, new York, 
and Jakarta. While the main focus is on 
coastal flooding, it also explores how 
cities are affected by climate change in 
other ways. the authors examine ques-
tions such as: are current city plans 
climate-proof or do we need to fine-
tune our ongoing investments? can we 
develop a flood-proof subway system? 
and, can we develop new infrastructure 
in such a way that it serves flood protec-
tion, housing, and natural values?

camille, 1969: histories 
oF a hurricane
M. M. Smith, 2011, 90 pp., $24.95, hardbound, 
University of Georgia Press, ISBN 978-0-8203-3722-7

this title offers three distinct histories 
of the hurricane camille’s impact in 
southern Mississippi. in the first es-
say, the author examines the sensory 
experience and impact of the hurricane. 
the second essay explains the way key 
federal officials linked the question of 
hurricane relief to the desegregation of 
Mississippi’s public schools. the book 
concludes by considering the political 
economy of short- and long-term disas-
ter recovery, returning to issues of race 
and class. throughout these essays are 
lessons about how we might learn from 
the past in planning for recovery from 
natural disasters in the future.

science and practice for water managers as well as for 
scientists who are new to the field. It provides water 
managers with suggestions about how to incorporate 
climate projection information into decision mak-
ing, and realistic expectations about how the science 
will advance. A useful list of references is provided 

at the end of each chapter for the reader who wants 
additional information.

—Gerald N. Day

Gerald N. Day is director of water management and 
forecasting at Riverside Technology, inc.

data assiMilation: Making sense of observations
William Lahoz, Boris Khattatov, and Richard Menard, Eds., 2010, 746 pp., $169.00, hardbound, Springer, ISBN 978-3-540-74702-4

D ata Assimilation, edited by Lahoz, Khattatov, 
and Menard, is a collection of 25 review and 
research articles in a 700-page volume. The 

subtitle, Making Sense of Observations, is too mod-
est, as the contributions discuss a very broad range 

of topics, including all aspects of 
atmospheric data assimilation sci-
ence as well as applications beyond 
the Earth’s atmosphere.

The book is divided into six sec-
tions and includes a detailed index 
and a list of acronyms. The first sec-
tion, “Theory,” comprises more than 
a third of the volume and presents a 
comprehensive overview of the data 
assimilation problem, followed by a 

rigorous description of variational data assimilation 
techniques and a review of some recent developments 

in ensemble Kalman filters. The section also contains 
several clear and detailed articles that focus on ex-
tending basic assimilation algorithms to situations in 
which both the forecast model and the observations 
have systematic errors. Most of the other articles in 
the first section—for instance one on evaluating as-
similation algorithms—include some coordinated 
discussion on dealing with systematic error. I would 
recommend the first section to students of data as-
similation, modelers, or observational experts who 
want to understand modern approaches for dealing 
with less than perfect models and observations.

The remaining sections of the volume are gener-
ally more descriptive and less mathematically rigor-
ous than the first. The sections include descriptions 
of present and future observations focusing on the 
troposphere and stratosphere; an overview of atmo-
spheric dynamics and numerical prediction models; a 
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BiBlioPhilia

at January’s ams annual meeting in new orleans, atmospheric science librarians international (asli) announced the 
2011 asli’s choice winners for the best books in the fields of meteorology, climatology, and atmospheric sciences.

this year, the asli’s choice committee selected a winner and honorable mentions in the categories of science 
and history. selections were based on nine criteria: uniqueness, comprehensiveness, 
usefulness, quality, authoritativeness, organization, illustrations/diagrams, competi-
tion, and references. 

the winning book in the science category was SCIAMACHY: Exploring the Changing 
Earth’s Atmosphere, edited by manfred gottwald and heinrich bovensmann, published 
by springer. asli noted the book provided a “comprehensive summary of the milestone 
sciamachy mission from its initial conception to most recent results.”

there were two honorable mentions in the science category: The Global Cryosphere: 
Past, Present and Future, by roger g. barry and thian yew 
gan, published by cambridge university Press, awarded for 
“the depth and breadth of its coverage of the major aspects 
of the cryosphere”; and Physics and Chemistry of Clouds, by 
Dennis lamb and Johannes Verlinde, published by cambridge 
university Press, for “its data-rich, yet readable exploration of 
clouds across a range of scales.”

in the history category, the winner was Early China Coast Me-
teorology: The Role of Hong Kong, by P. kevin mackeown, published by hong kong university 
Press, which asli lauded for “its account of the scientists and science that comprise the 
history and accomplishments of the hong kong observatory.”

honorable mention in the history category went to The Warming Papers: The Scientific 
Foundation for the Climate Change Forecast, edited by David archer and ray Pierrehumbert, 
published by Wiley-blackwell, awarded “for a compendium of the key scientific papers that 
undergird the global warming forecast.” 

asli is a professional organization devoted to communicating and disseminating informa-
tion among libraries and educational institutions involved in atmospheric science research 
and scholarship. asli is now seeking nominations for the 2012 asli’s choice awards; the 
deadline for nominations is november 1. For more information, go to http://aslionline.org/wp/asli-choice/.

asli congratulates all of the 2011 winners!

2011 asli’s choice aWarD Winners

review of atmospheric chemistry along with descrip-
tions of data assimilation applications for constituent 
estimation and prediction; example assimilation 
applications for the land-surface, ocean, ionosphere, 
and Martian atmosphere; and applications of as-
similation to climate change and observing system 
design. As a data assimilation scientist who works on 
many applications in geophysics, I found a number 
of these contributions to provide valuable overviews 
of the assimilation challenges faced by my collabora-
tors. For example, the article on assimilation in the 
ionosphere presented the clearest introduction to this 
problem that I have read and helped to clear up several 
misconceptions I still had despite having provided 
assimilation tools for this problem for years.

It is clearly impossible to present a complete descrip-
tion of the burgeoning science of data assimilation plus 
models, observations, and diverse applications in a 
single volume. Many contributions focus more on topics 
related to the operational numerical weather prediction 
activities at the European Centre for Medium-Range 
Weather Forecasts (ECMWF). A fairly detailed under-
standing of most aspects of the ECMWF global analysis 
system as it existed in 2009 could be gleaned from the 
volume, with somewhat less information about activi-
ties at the UK Meteorological Office and relatively little 
about those at NCEP or smaller operational centers. 
As a result, there is more information presented about 
the four-dimensional variational algorithms used at 
ECMWF than there is about ensemble Kalman filters 

http://aslionline.org/wp/asli-choice/
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or other assimilation techniques. For instance, there is 
no discussion of the operational ensemble system at the 
Meteorological Service of Canada for comparison with 
the variational systems.

While reading Data Assimilation, I was led to 
consider what role a bound collection of contributions 
can play in a world where communication of science 
is increasingly done rapidly online. My copy of Data 
Assimilation is going to have a readily accessible place 
on my office bookshelf, and I expect to regularly refer-
ence some sections, particularly those on dealing with 
systematic errors and some of the nonatmospheric appli-
cations. However, some of the contributions are already 
showing their age. There are web references included in 
the text that are no long current, and the year of the lat-
est publications referenced in some sections is 2009. For 
rapidly evolving fields like constituent data assimilation 
I expect that the volume will lose its relevance in a few 
years; however, the sections on fundamental assimila-
tion algorithms should age much better.

There are several audiences that would find Data 
Assimilation particularly useful. It would be chal-
lenging to use the volume as the principal text for a 

graduate-level data assimilation class due to a lack of 
exercises and limited background on the evolution 
of assimilation methods. However, I think it could 
be used effectively in conjunction with existing data 
assimilation textbooks to give students a broader view 
of opportunities and challenges in data assimilation 
science. The volume would also be quite helpful as 
an introduction to geophysical applications of as-
similation for students or researchers with training 
in the technical aspects of state estimation but only a 
limited background in geoscience. I expect my copy to 
be in demand with future postdocs who have degrees 
from applied mathematics or statistics programs 
but are anxious to apply their skills to geophysical 
applications.

—Jeffrey Anderson

Jeffrey Anderson is a scientist in the Data Assimila-
tion Research Section in the Institute for Mathemat-
ics Applied to Geosciences at the National Center for 
Atmospheric Research, where he leads the development 
of the Data Assimilation Research Testbed community 
ensemble assimilation facility.

Q) What's worse 
than raining 
buckets?

A) Hailing taxis! 

Share your weather jokes and cartoons. 
We know you’ve got ‘em! The best will be 
chosen for our meteorologists’ joke book, 
to be published next year.

Cite your sources and tell us how to con-
tact you.

Submit to Jon Malay: 
jokes@jonmalay.com 
TSSC LLC
P.O. Box 606
Fredericksburg, VA 22404

Jokes due by June 30, 2012. 
Groaners welcome!

mailto:jokes@jonmalay.com
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Weather on the Air:  
A History of broadcast Meteorology 
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From low humor 
to high drama, 
Weather on the 
Air documents 
the evolution of 
weathercasts—the 
people, technology, 
science, and show 
business that 
combine to deliver 
the weather to 
the public each 
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of broadcast 
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examine the factors that 
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Letter From Headquarters

AnnuAl RepoRt foR 2011 now AvAilAble

T he 2011 annual Report, which covers the highlights 
of the Society’s various programs over the course 
of the prior calendar year, was recently posted 

on the aMS website. It will be linked to prominently 
from the home page for the next few months, but will 
always be available—along with the reports from prior 
years—on the pages that provide the documentation 
on the Society’s administration.

It is hard to characterize 2011 as anything but 
very successful in terms of the various programs 
and initiatives of the Society. The annual Meeting 
always seems to set a tone for the coming months 
as it kicks off the year in January. The 2011 annual 
Meeting in Seattle was well attended, and its theme 
of communications resonated with the community 
throughout the various components of the meeting. 
Building on many ideas introduced at the Seattle 
meeting, and applied to a theme of technological 
advances in our community, aMS President Jon 
Malay worked with the organizing committee over 
the course of last year to prepare for the 2012 an-
nual Meeting that would kick off the current year 
just as successfully.

The aMS journals completed the recovery from 
the prior year’s data loss with less impact on the 
production times than had been feared (though we 
deeply regret the impact of the data loss on those 
authors whose papers were directly affected), and 
ended the year with strong submissions. Despite 
the economic uncertainties, the important meet-
ings throughout the year organized by boards and 
committees within the STaC, Professional affairs, 
and Weather and Climate Enterprise commissions 
were well attended and programmatically success-
ful. Efforts to expand the breadth of the community 
served by the aMS were realized with the creation 

of several new boards and committees that reach 
into sciences that intersect with the atmospheric 
sciences. The Society’s cer tif ication programs, 
educational initiatives, and input to national policy 
discussions were also vibrant. a review of the high-
lights summarized in the 2011 annual Report will 
show the Society to be focused on its mission and 
making great progress toward its goals and objec-
tives through the efforts of more than 900 volun-
teers serving in the various boards and committees 
who are listed in the report. In addition, there are 
more than 1,000 dedicated volunteers who serve 
as journal manuscript reviewers who also help to 
carry out the work of the aMS.

The acquisition of the building next door to the 
longtime aMS Headquarters at 45 Beacon Street in 
Boston was reported in the 2010 annual Report, 
but 2011 represented the year that the 44 Beacon 
Street proper ty was integrated into the Head-
quarters operation. The relatively minor, but time-
consuming, renovations required to bring the space 
into compliance with various fire and safety codes, 
as well as upgrading the physical systems without 
compromising the historical character of the building, 
ended up taking most of the year. as reconfiguration 
of staff started taking shape in late 2011, the eco-
nomic value of this acquisition began being realized. 
The additional space allowed existing departments 
to reconf igure in ways that led to more eff icient 
operations, and several staff positions that support 
the Society’s publications operations, which had 
been located elsewhere, began the process of being 
consolidated at Headquarters. This consolidation of 
staff has already led to increased levels of support 
with decreased cost. It is projected that the savings 
from these efforts will soon reach a level close to 
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the annual debt service on the building—meaning 
that what was already a prudent investment for the 
Society goes well beyond that.

I encourage you all to take a few minutes to peruse 
the 2011 annual Report available on the aMS website. 
I am confident you will be proud of all that the Society 
accomplished last year on behalf of our community, 
and many of you will be surprised at the breadth of 

the initiatives that continue to serve not only our 
community, but society as a whole.

Keith L. Seitter, CCM 
exeCutive DireCtor

obituaries

David Ian Francis Grimes, leader in African meteo-
rology, died on 22 December 2011 at the age of 60 
following the sudden onset of a rare neurologi-

cal disorder, the sporadic form of Creutzfeldt-Jakob 
Disease.

David joined the Department of Meteorology at 
the University of Reading, United Kingdom, in 1990, 
from where he recently received his long-service 

award. David was renowned 
for the care that he showed to 
students, playing major roles 
in the administration of both 
undergraduate and masters’ 

courses over many years. Students recall the warmth 
of David’s welcomes on their arrival at Reading, as 
he was often the first member of staff that they met. 
David was a skilled and dedicated teacher, often il-
lustrating his lectures with his own, sometimes very 
amusing, cartoons. He also contributed to and led 
many field trips with his characteristic energy and 
humor.

David trained as a physicist, and after spells at the 
University of Leicester and the Open University, he 
moved to Reading to perform research on the use of 
satellite data to monitor rainfall over the whole of Afri-
ca. His scientific drive was accompanied by an equally 
strong desire to insure that the science that he did 
was of clear benefit to those whose lives are reliant on 
what the weather brings. He joined the Department’s 
TAMSAT (Tropical Applications of Meteorology us-
ing SATellite data and ground-based observations) 
research group, and took over its leadership in the 
mid-1990s. TAMSAT produces data that allow African 
meteorologists to monitor the 
progress of their rainy seasons 
and to give early warning of 
floods and droughts. With more 
than 20 years of satellite data now 

available, the same data are being used to understand 
African climate change and climate variability.

The longevity of TAMSAT as a force in African 
meteorology comes down to an underlying simplicity 
of method that has proven itself time and again to be 
more robust than appar-
ently more sophisticated 
methods. David authored 
or coauthored 27 papers on 
various aspects of African 
rainfall, exploring novel 
approaches to exploiting 
data that led to links with 
hydrologists, statisticians, 
and agricultural scientists, 
in Reading and beyond, 
which made TAMSAT’s 
work of even more relevance to real-world problems. 
David was also passionate about training and inspir-
ing new generations of African scientists, which he 
achieved either via many training schools in Africa 
or by attracting African scientists to Reading. He 
was also often frustrated by the bureaucratic barri-
ers that prevented African students from coming to 
Reading to train, and showed no fear in challenging 
such decisions.

In 2010, TAMSAT received the “IBM Award for 
Meteorological Innovation that Matters,” which is 
administered by the Royal Meteorological Society. In 
the citation for that award it states that TAMSAT

 
“continues to deliver massive benefits to Africa in 
terms of essential rainfall predictions, through the 

use of satellites. Operationally, 
the rainfall products generated 
by TAMSAT are used extensively 
by African weather services, 
providing a unique and essential 

david Grimes
1951–2011

Scott foRReSt ARcheR
1954–2011

In MeMorIaM

David Grimes
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GoinG Green

I f AMS had a “team color,” you might imagine that 
it’s blue, given the Society’s blue logo and its scien-
tific focus on the sky and seas. But AMS has been 

going green. Over the past couple of years, the Society 
has been focusing on the environmental impact of its 
activities and trying to have a gentler footprint. The 
professional staff, elected leadership, and volunteer 
members are all involved with this green initiative, 
coordinated by the newly established Committee on 
Environmental Responsibility. Over the next several 
months, the “45 Beacon” section of BAMS will feature 
short stories on some of the committee’s activities. 
This month, we describe the committee’s genesis, a 
“grassroots” movement, appropriately enough.

For years, AMS member Eugene Cordero, profes-
sor of meteorology and climate science at San Jose 
State University and coauthor (with Laura Stec) of 
the book Cool Cuisine: Taking the Bite out of Global 
Warming, had been concerned about food service at 
AMS Annual Meetings. From the amount of wasted 
food, to the lack of recycling bins for disposable food 
containers, to the choice of menu items, Eugene saw 
opportunities for more environmentally responsible 
choices and raised the issue with the AMS Council. 
In April 2007, the AMS Executive Committee estab-
lished an Ad Hoc Committee on Green Meetings, 
chaired by Eugene, to develop recommendations 
for environmentally responsible practices for AMS 
meetings, including food service. The result was the 
AMS Green Conference Guidelines, adopted by the 
Council in September 2007 and implemented at the 
2008 Annual Meeting in New Orleans. We’ll report 
on the specifics of these guidelines next month.

To build on the Ad Hoc Committee’s work on 
green meetings, the Executive Committee established 

the Committee on Environmental Responsibility, as 
a standing committee of the Executive Council, in 
April 2009. That committee’s responsibilities are “[t]
o seek to improve the environmental responsibil-
ity of the Society’s operations, to strive to make the 
Society a leading example of effective environmental 
stewardship, and to serve as a source of information 
for others with similar aspirations.” Dian Seidel of 
the NOAA Air Resources Laboratory currently chairs 
the committee of 14 members, including two student 
members. You can visit the committee website for 
terms of reference, membership roster, and work 
plan at www.ametsoc.org/committeepges/envres 
/index.html.

In the coming months, look for more stories in 
“45 Beacon” on enhancing energy efficiency in AMS 
office buildings, environmentally responsible invest-
ment strategies for the AMS portfolio, greening AMS 
publications, community outreach at AMS Annual 
Meetings, and more.

Introducing the aMS Committee 
on Environmental Responsibility

source of data. This technology providing precipita-
tion information is of such importance in develop-
ing regions, that it merits this recognition. From its 
inception, TAMSAT have shown how even the early 
generations of satellite technology can be harnessed 
quantitatively to provide vital rainfall information 
over a wide region.”

David will be greatly missed and remembered 
with great affection, not only by his friends, col-
leagues, and students in the Department of Meteo-
rology, but also by meteorologists all over Africa 
and beyond who David has influenced via either his 
teaching or his research collaborations.

— Keith Shine

The following individuals were recently 
granted the Certified Consulting Meteorolo-
gist (CCM) designation. For more informa-
tion on the AMS CCM program, go to www 
.ametsoc.org/amscert/index.html#ccm.

679 Lance Steele  2012
680 Richard Walker Jr. 2012
681 Stephen Mark Leidner 2012
682 Ronald Lowther 2012
683 Daniel Lennartson 2012

CertiFied ConsuLtinG 
 meteoroLoGists (CCm)

http://www.ametsoc.org/committeepges/envres/index.html
http://www.ametsoc.org/committeepges/envres/index.html
http://www.ametsoc.org/amscert/index.html#ccm
http://www.ametsoc.org/amscert/index.html#ccm
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minutes

Meeting of the council
22–23 September 2011, Boston, Massachusetts

Participants—President Jon Ma-
lay, President-Elect Louis Uccel-
lini, Past-President Peggy LeMone, 
Executive Director Keith Seitter, 
and Secretary-Treasurer Richard 
Rosen. Councilors: Ken Carey, 
Anne Douglass, Mike Hardesty, 
Jill Hasling, Peter Lamb, Rebecca 
Morss, Pat Phoebus, Bill Read, 
John Schaake, Richard Spinrad, 
Joe Witte, and Xubin Zeng. Com-
missioners: David Jorgensen (Pub-
lications), Jay Trobec (Professional 
Affairs), Mary Cairns (STAC), 
Gene Takle (Education and Hu-
man Resources), Len Pietrafesa 
(Weather and Climate Enterprise), 
and Julie Winkler (Planning). 
Past-President Tom Karl, and 
Councilors Tom Bogdan, Lee 
Branscome, and Ahsha Tribble 
were absent. AMS Staff: Joyce An-
nese, Stephanie Armstrong, James 
Brey, Melissa Fernau, Claudia Gor-
ski, Ken Heideman, Paul Higgins, 
William Hooke, Barry Mohan, 

Anne McDonough, Gary Rasmus-
sen, and Melissa Weston. Annese 
and Seitter served as recorders.

[The numbering of the following 
sections follows that in the agenda, 
but the sections are listed in the 
order they were addressed at the 
meeting.]

0.0 AGenDA. President Malay 
called the meeting to order at 
8:30 a.m. on Thursday, 22 Sep-
tember 2011, and welcomed all. 
The roll was called, and Secretary-
Treasurer Rosen announced a 
quorum of voting members was 
present. President Malay reviewed 
the agenda.

1.3 CounCiL MinuTeS. The 
Council reviewed and approved 
the minutes from its meeting in 
Seattle, WA, 23 January 2011, and 
approved the minutes of its confer-
ence call on 3 January 2011.

1.5 CounCiL MAiL BAL-
LoTS. All Council e-mail ballots 
not previously approved unani-
mously were formally approved, 
and ballots that were “provision-
al ly approved” were formally 
approved.

2.1 SCienTiFiC AnD TeCh-
noLoGiCAL ACTiviTieS 
CoMMiSSion. Commission-
er Cairns presented her report. 
The Council approved forming a 
Board on Environment and Health 
(BEH) and asked final terms of 
reference be provided in January. 
The Council approved converting 
the Ad Hoc Committee on Data 
Stewardship under the Executive 
Committee (EC) to a Board on 
Data Stewardship within STAC, 
but with recommendations for 
initial membership of the Board 
and modifications to its terms of 
reference, which will be presented 
in January for final approval. The 

about our members

David C. Curtis has been appointed to a three-
year term on the California Department of Water 
Resources (DWR)’s Climate Change Technical Ad-
visory Group (CCTAG). Curtis joins experts from 
both the public and private sectors and academia 
as a panelist responsible for advising DWR on the 
scientific aspects of climate change, its impacts on 
water resources, the use and creation of planning 
approaches and analytical tools, and the develop-
ment of adaptation responses for California’s water 
sector.

For the past 40 years, Curtis has worked design-
ing, developing, and implementing award-winning 
innovations in more than 50 automated river- and 
f lood-monitoring systems across the United States 

and in 18 countries abroad. His most recent work 
involves applying new climate and weather infor-
mation technologies such as radar-rainfall and 
satellite estimates to f lood warning, hydrologic 
analysis, and modeling. He has led several state-
of-the-art efforts utilizing gauge-adjusted radar 
rainfall estimates to develop improved design 
storms that potentially impact hydrologic stan-
dards throughout the United States.

Curtis is vice president of Northern California of 
WEST Consultants, as well as the current president 
of the National Hydrologic Warning Council.

WEST Consultants is a water resources engineer-
ing firm with more than 60 employees in seven offices 
in Oregon, Washington, California, and Arizona.
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Council also approved converting 
the IIPS Committee under the 
EC to a STAC Board on Environ-
mental Information Processing 
Technologies (BEIPT). The terms 
of reference and membership for 
the Board were approved by the 
Council.

Commissioner Cairns request-
ed and received Council approval 
for a named symposium in honor 
of Robert Duce for the 2013 An-
nual Meeting. She also reviewed 
other activities within the Com-
mission, including recommenda-
tions for named symposia beyond 
2013. Commissioner Cairns had 
concerns about a request for an in-
ternational meeting given the state 
of the economy, and asked Council 
for their thoughts before the Ra-
dar Committee went through the 
work of putting together a formal 
proposal. The Council felt interna-
tional outreach is important, espe-
cially with strong radar interests 
in Asia, and would be supportive 
of the proposal for a meeting in 
Japan in 2013. 

The proposal for an AMS State-
ment on Social Sciences was re-
viewed, and the Council approved 
moving forward with the State-
ment while requesting that a more 
specific title be developed.

[The Council briefly recessed from 
9:55 a.m. to 10:05 a.m.]

2.1 PuBLiCATionS CoM-
MiSSion. Commissioner Jor-
gensen commended the Publica-
tions Department for its efforts in 
implementing the new manuscript 
tracking system. He also reported 
on the reduction in color charges to 
authors, the plans to do an author 
survey, publication submissions, 
and appointments of new editors. 
It was suggested that the Board on 
Weather Analysis and Forecast-

ing approach the Department of 
Defense to engage that portion of 
the operational forecasting com-
munity. The Council approved 
the appointment to three-year 
terms ending in 2015 for David A. 
Kristovich, Chief Editor, Journal 
of Applied Meteorology and Clima-
tology; Christa D. Peters-Lidard, 
Chief Editor, Journal of Hydrome-
teorology; and Paul M. Markowski, 
Chief Editor, Weather Analysis and 
Forecasting.

2.2.1 An oPen-ACCeSS 
ChoiCe FoR AuThoRS
PuBLiShinG in AMS JouR-
nALS. Commissioner Jorgensen 
explained this option and the 
added fee for this service. The 
Council approved having the staff 
introduce an open-choice option 
for authors as soon as the details of 
pricing and implementation could 
be resolved.

2.2 PRoFeSSionAL AF-
FAiRS CoMMiSSioneR.
Commissioner Trobec summa-
rized activities of the Commission 
over the past year and provided a 
brief review of the boards under 
his Commission, along with ap-
pointments of new members. 

2.4 eDuCATion AnD hu-
MAn ReSouRCeS CoM-
MiSSion. Commissioner Takle 
reviewed the activities of the 
Commission and provided re-
ports from the boards within his 
Commission.

2 .4.1 eDuCATion AnD
huMAn ReSouRCeS CoM-
MiSSioneR. Commissioner 
Takle completes his three-year 
term in January. The EC pre-
sented two candidates to replace 
Commissioner Takle, and after 
discussion, the Council approved 

David A. Smith as the new Edu-
cation and Human Resources 
Commissioner for a term ending 
January 2015. The Council com-
mended Commissioner Takle for 
his service.

2.5 PLAnninG CoMMiS-
Sion. Commissioner Winkler 
reported on efforts within the 
Commission to review progress 
on recommendations coming 
from both the 2006 External Re-
view Report and the 2007 AMS 
Strategic Goals document and 
associated implementation plans. 
Commissioner Winkler asked 
each commissioner to provide 
updates to their Strategic Goals 
Implementation Plan by 1 Novem-
ber. The Planning Commission 
will have a preliminary report in 
January for the Council. 

Commissioner Winkler also 
presented a recommendation to 
consider a young professional for 
appointment to the Fifth Coun-
cilor position this year. Possible 
candidates for Fifth Councilor 
were discussed in preparation for 
a later agenda item on this ap-
pointment. The Council approved 
Wendy Abshire to a four-year term 
on the Commission ending Janu-
ary 2016.

2.6 WeATheR AnD CLi-
MATe enTeRPRiSe CoM-
MiSSion. Commissioner Pi-
etrafesa presented his report, 
which included proposed changes 
to the Organizational Procedures 
for his Commission to codify cur-
rent structure and practice. The 
Council approved the proposed 
changes, as well as the proposed 
new membership list for the Com-
mission’s Steering Committee. In 
response to a request for guidance 
about possible emeritus or legacy 
appointments to the Steering 
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Committee, the Council stated its 
preference for a rotation of mem-
bers and that past members should 
not formally continue serving 
after their terms expire.

2.6.1 WeATheR AnD CLi-
MATe enTeRPRiSe Fu-
TuRe CoMMiSSioneR.
President Malay reported the 
discussion by the EC about pos-
sible candidates for future com-
missioner and its recommendation 
that Mary Glackin serve as the new 
future commissioner. The Council 
approved the recommendation.

[The Council recessed for lunch 
from 12:25 p.m. to 1:15 p.m.]

3.1 AD hoC CoMMiTTee 
on STATeMenTS. Councilor 
Morss, chair of the Ad Hoc Com-
mittee on Statements, presented 
her report on dealing with state-
ments approved prior to 2007. The 
Council commended the Commit-
tee for its efforts and accepted its 
recommendations as amended. 
The Council discussed the de-
sirability of continuing to make 
out-of-force statements available 
on the AMS website, but in a man-
ner that clearly identified them as 
no longer in force. The Council 
charged the Executive Director 
with implementing the report’s 
recommendations.

3.3 STATeMenT on FRee-
DoM oF SCienTiFiC ex-
PReSSion. After discussion, 
the Council voted to approve the 
EC as the drafting committee for 
a revised Statement.

3.4 STATeMenT on CLi-
MATe ChAnGe . Af ter a 
lengthy discussion led by Coun-
cilor Lamb, who is the Council 
representative to the drafting 

committee, the Council agreed to 
an approach toward a new draft 
of the statement that builds on 
the 2007 version of the statement. 
The Council thanked the drafting 
committee for its efforts to date 
and expressed its desire for the 
committee to continue working 
toward a draft that incorporates 
the Council’s discussion.
 
3.5 STATuS oF STATe-
MenTS in PRoCeSS. Ex-
ecutive Director Seitter reviewed 
the status of other Statements in 
progress.

4.1 STATuS oF 2011 BuD-
GeT. Executive Director Seitter 
reviewed the status of the 2011 
budget and projections for the 
remainder of the year. 

[The Council briefly recessed from 
3:30 p.m. to 3:45 p.m.]

4.2 2012 PRoPoSeD BuD-
GeT. Executive Director Seitter 
reviewed the Society’s perfor-
mance versus budget for 2010 and 
the 2011 revised budget. He then 
proposed a budget for 2012, which 
was recommended for approval 
by the EC. After discussion on 
various aspects of the budget, the 
Council voted to accept the 2012 
budget as proposed.

4.3 unA RePoRT. The Coun-
cil was provided a history of the 
Society’s financial reserves, in-
cluding its unrestricted net assets, 
for the past 15 years.

4.4 BuDGeT CReATion 
AnD iMPLeMenTATion 
GuiDeLineS. Executive Direc-
tor Seitter presented the guide-
lines, which were approved by 
the Council in 2009 and are to be 
reviewed annually.

4.5 PAGe-ChARGe WAiveR
CoMMiTTee. Publications Di-
rector Heideman reported on the 
success of the page-charge waiver 
system. Councilors Morss and 
Hardesty complete their terms on 
the Waiver Committee in January, 
and the Council thanked them 
for their service. Councilors Zeng 
and Read volunteered to serve on 
this Committee, and Councilor 
Schaake agreed to continue his 
service.

5.1 AWARDS oveRSiGhT 
CoMMiTTee RePoRT. Past-
President LeMone reviewed the 
process followed by the Commit-
tee. The Council considered the 
list of proposed awardees and ci-
tations, and it voted to approve all 
those proposed. The Council was 
provided an updated description 
for the Henry T. Harrison Award 
for Outstanding Contributions 
by a Consulting Meteorologist in 
advance of further discussion the 
next day.

5.2 AWARDS noMinA-
TionS CoMMiTTee Re-
PoRT. The report forwarded by 
Joe Friday was reviewed, and the 
Council expressed its appreciation 
for the efforts of the Committee. 
The Council concurred with the 
recommendation that the chair 
of the Committee serve as non-
voting ex officio on the Awards 
Oversight Committee to facilitate 
communication between the two 
committees.

5.3 PRoPoSAL FoR nAM-
inG A RooM. Past-President 
LeMone discussed the proposal 
for naming a room at AMS Head-
quarters in honor of Joanne Simp-
son, in addition to those named 
in honor of Rossby, Brooks, and 
Spengler. The policy approved in 
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January calls for the Council to 
invite a small number of letters 
of support for consideration at its 
next meeting. Several councilors 
volunteered to secure the required 
letters. 

5.4 PoLiCy, GuiDeLineS, 
AnD PRoCeDuReS FoR 
AWARDS. Past-President LeM-
one reviewed the changes to this 
document requested by STAC 
Commissioner Cairns. The major-
ity of these changes are intended 
to clarify procedures for several 
of the awards, including the cre-
ation of separate categories and 
procedures for Society and Com-
mission awards. The Council ap-
proved the proposed changes, and 
President Malay thanked LeMone 
and others for their efforts to date, 
recognizing that more work on the 
procedures will be needed over the 
next year.

5.5 WexLeR MeMoRiAL 
LeCTuRe. Executive Director 
Seitter presented a proposal from 
the History Committee to reestab-
lish the Wexler Memorial Lecture. 
The award was given only a few 
times after its creation in 1961, and 
a review of various options led to 
the decision that further discus-
sion be held the following day.

6.0 PRoPoSeD AMS FeL-
LoWS. In the absence of Past-
President and Chair of the Fellows 
Committee Karl, President Malay 
presented the list of proposed new 
Fellows. Council discussed and 
approved the following candidates 
for Fellows: 

Philip E. Ardanuy
Anthony J. Broccoli
Richard D. Clark
Timothy J. Dunkerton
Chris Elfring

Charles W. French
Richard Grumm
Fiona M. Horsfall
Christian D. Kummerow
Francois X. LeDimet
Zhengyu Liu
Donald R. MacGorman
Frank J. Misciasci
Paul Newman
Edward A. O’Lenic
Harry A. Otten
David Pace
Christa D. Peters-Lidard
Robert Pinkel
Gerald Potter
Mark Powell, CCM
William L. Read
David Robinson
Steven Root, CCM
Lynn K. (Nick) Shay
Roland B. Stull, CCM
Eugene S. Takle, CCM
H. Joe Witte
Marilyn M. Wolfson
Donald J. Wuebbles

President Malay reminded the 
Council that Cleveland Abbe 
Award winner Chris Elfring and 
Stommel Award winner Robert 
Pinkel were elevated to Fellow in 
conjunction with receiving these 
top AMS Awards. Councilors Read 
and Witte recused themselves 
from the discussion and vote.

[The Council adjourned for the day 
at 5:35 p.m. The meeting resumed 
at 8:00 a.m. on 23 September 2011 
with the same voting and ex officio 
members present.]

7.0 honoRARy MeMBeRS.
The Council discussed and voted 
to approve Wilfried Brutsaert, 
J. Michael Wallace, and Yoshi K. 
Sasaki as 2012 Honorary Members.

5.1(ConTinueD) AWARDS 
oveRSiGhT CoMMiTTee 
RePoRT. Past-President LeMo-

ne continued the discussion from 
yesterday regarding the Henry T. 
Harrison Award for Outstanding 
Contributions by a Consulting 
Meteorologist, and the Council 
approved the terms of reference 
for this new award.

8 . 0  F e L L o W S  A n D 
AWARDS noMinATionS 
CoMMiTTeeS FoR 2012.
The Council discussed and ap-
proved Eileen Shea and Jim Block 
as members of the Fellows Com-
mittee for three-year terms end-
ing January 2015. The Council 
approved the appointment of 
Mike Gregg, John Dutton, and 
Dick Johnson as members of the 
Awards Nominations Committee 
for three-year terms ending 2015.

9.0 ConSTiTuTion, By-
LAWS, AnD oRGAnizA-
TionAL PRoCeDuReS.
Executive Director Seitter re-
viewed the process for revising the 
constitution, bylaws, and organi-
zational procedures of the Society 
in preparation for the discussion of 
the following three items. 

9.1 MeMBeRShiP CRiTe-
RiA ChAnGeS To The 
ConSTiTuTion [ARTiCLe 
iii]. Executive Director Seitter re-
viewed the proposed constitution-
al changes for membership criteria 
that had been developed through 
extensive discussions over the 
past year. The Council approved 
the proposed language subject 
to review by AMS legal counsel, 
with the intention of approving in 
January the amendments prepared 
for member consideration and vote 
later in 2012. A related change to 
the bylaws will be prepared and 
submitted to each member of the 
Council at least 30 days in advance 
of the Council meeting in January 
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to allow the Council to approve 
this amendment then.

9. 2  e L e C T i o n  R u L e S
ChAnGeS To The Con-
STiTuTion [ARTiCLe vi].
Executive Director Seitter pre-
sented the proposed constitutional 
changes to allow additional f lex-
ibility in setting the structure of 
the Council ballot and to modify 
the date for closing the election. 
The Council approved the pro-
posed language subject to review 
by AMS legal counsel, with the 
intention of approving in Janu-
ary the amendments prepared for 
member consideration and vote 
later in 2012.

9.3 PRoFeSSionAL GuiDe-
LineS ChAnGeS To The 
ConSTiTuTion [ARTiCLe 
xii]. Executive Director Seitter 
presented a minor change, pro-
posed by the Planning Commis-
sion, to the professional guidelines 
of the constitution. The Council 
approved the proposed language 
subject to review by AMS legal 
counsel, with the intention of 
approving in January the amend-
ments prepared for member con-
sideration and vote later in 2012.
 
10.1 hiSToRy CoMMiTTee.
President Malay briefed the Coun-
cil on the report from the History 
Committee.

10.2 iiPS CoMMiTTee. Presi-
dent Malay reviewed the report 
from the IIPS Committee and 
declared this the final report of 
the Committee, which now falls 
under STAC as the Environmental 
Information Processing Technolo-
gies Board. The Council expressed 
its appreciation to the Committee, 
especially cochairs Whittaker and 
Roberts and STAC Commissioner 

Cairns, for their hard work in the 
transition of this Committee.

10.3 LoCAL ChAPTeR AF-
FAiRS CoMMiTTee. President 
Malay reviewed the Local Chapter 
Affairs report and applauded all 
the efforts by the local chapters for 
the Society.

10.4 inveSTMenTS CoM-
MiTTee. Executive Director 
Seitter and Controller Mohan pro-
vided information on the Society’s 
investment portfolio.

10.5 AnnuAL MeeTinG 
oveRSiGhT CoMMiTTee.
President Malay reviewed the 
report of this Committee and 
expressed his appreciation for the 
work it has done.

10.6 DeveLoPMenT CoM-
MiTTee. Executive Director 
Seitter briefly reviewed the plans 
being discussed in preparation 
for the 100th anniversary of the 
Society.

10.7 MeMBeRShiP CoM-
MiTTee RePoRT. Councilor 
Carey, chair of the Membership 
Committee, reviewed ongoing 
activities of the Committee, in-
cluding working more closely with 
local chapters, increasing the par-
ticipation of young professionals, 
and reaching out to the geography 
community.

10.8 enviRonMenTAL Re-
SPonSiBiLiTy CoMMiT-
Tee. Executive Director Seitter 
presented the report of this Com-
mittee. President Malay stated he 
will become the EC’s liaison to the 
Committee. 

10.9 AD hoC on DATA
STeWARDShiP CoMMiT-

Tee. Executive Director Seitter 
noted this will be the last report 
from this Committee given its 
transition to STAC as the Board 
on Data Stewardship.

11.0 FiFTh CounCiLoR.
The Council discussed the rec-
ommendation from the Planning 
Commission to appoint a young 
professional as fifth councilor. 
The Council agreed on the need 
for input from younger mem-
bers in the governance, but af-
ter considerable discussion the 
consensus of the Council was 
that there had been success in 
recent years in electing young 
professionals to the Counci l, 
and the Nominating Committee 
should continue to work toward 
including such individuals on 
the ballot. The Council agreed 
to consider candidates from the 
following areas: private sector, 
broadcasters, sustainability, or 
health. Councilors were asked 
to provide brief biographies of 
proposed candidates to the Ex-
ecutive Director by mid-October 
for further online discussion with 
the intention of creating a short 
list for consideration and selec-
tion. In addition, the Planning 
Commission was asked to con-
sider more broadly the issue of 
engaging early-career individuals 
in the work of the Society.

12.0 21ST CenTuRy CAM-
PAiGn. Informational reports 
were provided to the Council 
on 21st Century Campaign ac-
tivities, as well as scholarships, 
fellowships, and other student 
programs made possible by ex-
ternal support.

13.1 MeeTinGS. Director of 
Meetings Gorski reported on spe-
cialty meetings of the past year and 
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those currently planned, as well as 
locations for future annual meet-
ings beyond 2014.

13.2 2012 AnnuAL MeeT-
inG. President Malay reviewed 
plans for the Annual Meeting in 
New Orleans in January.

13.3 2013 AnnuAL MeeT-
inG. President-Elect Uccellini 
outlined the planning for the An-
nual Meeting in Austin in January 
2013. The Council expressed its 
pleasure with the plans for both 
meetings.

[The Council briefly recessed from 
10:30 a.m. to 10:40 a.m.]

14.1 PuBLiCATionS. Direc-
tor of Publications Heideman 
reviewed his report on publication 
activities at AMS Headquarters, 
including the books program.

14.2 K–13 eDuCATionAL 
iniTiATiveS. Director of Edu-
cation Program Brey described the 
activities of the program, includ-
ing new grant support, programs 
for minority-serving institutions, 
and the release of the third edi-

tion of the AMS Ocean Studies 
textbook. 

14.3 RePoRT on MeMBeR-
ShiP. Executive Director Seit-
ter and Director of Membership 
Farley presented the report on 
membership.

14.4 PoLiCy PRoGRAM.
Policy Program Director Hooke 
and Assistant Director and Senior 
Policy Fellow Higgins reviewed the 
activities of the Policy Program.

14.5 SCienCe, SeRviCe, 
AnD SoCieTy. Executive Di-
rector Seitter reported on efforts 
to disseminate statements of the 
Society, as well as activities car-
ried out under the Framework for 
Government Interactions.

14.6 AMS/SiGMA xi LeC-
TuReR. President Malay reported 
that Rick Anthes will serve as AMS/
Sigma Xi Lecturer for 2012–13 and 
that Franco Einaudi is enjoying his 
term as Lecturer for 2011–12.

14.7 BoSTon AnD DC oF-
FiCe SPACe. Executive Direc-
tor Seitter updated the Council 

on the status of the building at  
44 Beacon Street and the plan that 
it be occupied in the next month. 
The D.C. staff is planning a move 
to new space in the AAAS building 
sometime around March 2012.

15.0 AMS AFFiLiATionS
WiTh oTheR oRGAnizA-
TionS. Executive Director Seit-
ter reviewed the list of AMS affilia-
tions with other organizations. 

5.5(ConTinueD) WexLeR
MeMoRiAL LeCTuRe. Dis-
cussion resumed on whether or not 
to reestablish this dormant award. 
STAC Commissioner Cairns, with 
assistance from the AOC and 
possibly the new Environmental 
Information Processing Technolo-
gies Board, will work on terms of 
reference that include interaction 
with the History Committee and 
the Weather and Climate Enter-
prise Commission for possible 
approval at the January meeting so 
that the Wexler Lectureship can be 
announced at appropriate venues 
in New Orleans. 

[T h e  C oun c i l  a d jour n e d  a t 
12:20 p.m.]

LivinG on tHe reaL WorLd

[Editor’s Note: The following post is excerpted from William Hooke’s blog, Living on the Real World (www 
.livingontherealworld.org/). Hooke is director of the AMS Policy Program.]

When it Comes to Tornadoes and other haz-
ards. . . [Originally posted on 6 March 2012]
What kind of world do we want?

The Declaration of Independence pretty much 
spells it out, doesn’t it . . . at least for Americans?

Well worth a (re)read in its entirety. [But you 
already knew that.] For present purposes, let’s focus 
on this one piece:

“. . .We hold these truths to be self-evident, that all men 
are created equal, that they are endowed by their Creator 

with certain unalienable Rights, that among these are Life, 
Liberty and the pursuit of Happiness. That to secure these 
rights, Governments are instituted among Men, deriving 
their just powers from the consent of the governed. . . .”

We claim our right to life, liberty, and the pursuit 
of happiness—even in the face of a world of hazard-
ous extremes. And we expect our governments to 
provide no less.

Given that extremes of nature (not just tornadoes, 
but also hurricanes, cycles of f lood and drought, 

www.livingontherealworld.org/
www.livingontherealworld.org/
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winter storms, earthquakes volcanic eruptions, and 
so much more) are recurrent, inescapable realities, 
what do we realistically seek? Here are some no-
tional suggestions. The hope is they’ll inspire you to 
develop your improved or perhaps entirely different, 
better list.

The right to life in the face of hazards? This might 
translate to:

A warning. For weather extremes, since forecasts 
show skill, this would include forecasts of major 
hazards such as floods, drought, winter storms, hurri-
canes, hail storms, lightning . . . and those tornadoes. 
Watches for places and times of special risk several 
hours ahead of time. Pinpoint warnings inside a half 
hour. Warnings that reach those in harm’s way, in 
time for them to take life-saving action. For hazards 
such as earthquakes, for which forecasts are not yet 
in prospect, this means good mapping of seismic 
zones, extending to the smallest possible scales. Along 
coastlines—vulnerable to winter storms, hurricanes, 
and seismically triggered tsunamis—this requires 
special monitoring technologies and an extra measure 
of vigilance.

Note that all this can give the public no more than 
a fighting chance. It’s up to each of us to be knowl-
edgeable about the hazards around us and those 
actions that give us and those we care about the best 
chance of survival.

The pursuit of happiness in the face of hazards? 
Among other things, perhaps this implies that: 

Home ought to be the safest place to be . . . not 
just a point of embarkation for the family evacuation. 
This means effective land use and building codes. 
And given the dependence of every home today on 
critical infrastructure—hard infrastructure such as 
electricity, communications, natural gas, water, trans-
portation, sewage disposal, and soft infrastructure 
such as health care, financial institutions, schools, 
and much more—that critical infrastructure should 
survive as well.

A job to return to after the hazard has come and 
gone. Many families and individuals survive disasters 
only to find that their community economy has been 
disrupted in a lasting way. Many small businesses are 

destroyed by such events. Others survive initially 
only to fail over time because their customer base has 
been hard hit. Very few small businesses which close 
their doors as a result of disasters ever reopen. Many 
disaster survivors escape injury entirely only to find 
that this lack of a job, a sine qua non for normalcy—
rather than the immediate disaster as such—is a 
major contributor to the pain and suffering that 
survivors experience.

Natural disasters stay natural. All too often, 
f lood waters pass through a town or city only to be 
transformed into a slurry of animal carcasses, toxic 
chemicals, and waste. As earthquakes, high winds, 
and f looding cause structural failure they rupture 
gas lines and down electrical wiring, starting fires 
which are often more dangerous than the original 
events themselves. In the San Francisco earth-
quake of 1906, the ground shook for 45 seconds; 
the fires burned for three days and caused most of 
the death toll. The same would be true of the 1995 
Kobe earthquake, nearly a century later. Last year’s 
Great Tohoku earthquake and the resulting tsunami 
did tremendous damage to Japan in the first hour, 
but the damage to the Fukushima nuclear reactors 
threatens to be more costly and enduring. Often, 
even after small-scale events such as tornadoes, the 
simple task of waste removal from the site goes on 
for a year or more.

Again—a chance to survive the immediate dan-
ger, a home we can defend, a job that’s still there even 
in the aftermath, and an environment that’s whole 
and unpolluted—this is the happiness we pursue 
on this hazardous Earth. And these are some of 
the reasons we institute our federal, state, and local 
governments.

It’s part of the reason we fund NOAA and other 
Commerce agencies, USGS and other agencies from 
Interior, the Department of Homeland Security, in-
dependent agencies such as NASA, NSF, and yes . . . 
EPA. And it’s part of the reason why

“. . .for the support of this Declaration, with a firm 
reliance on the protection of divine Providence, we 
mutually pledge to each other our Lives, our Fortunes 
and our sacred Honor.”
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Booksellers and wholesale distributors may set up accounts with  
our distributor, The University of Chicago Press, by contacting  
Karen Hyzy at khyzy@press.uchicago.edu, 773-702-7000,  
or toll-free at 800-621-2736.

SHOP
the new AMS online bookstore 

www.ametsoc.org/amsbookstore
The new AMS online bookstore is now open.

  Use this easy-to-navigate site to 
review and purchase new and 
classic titles in the collection of 
AMS Books—including general 
interest weather books, histories, 
biographies, and monographs—
plus much more. 

  View tables of contents, 
information about the authors,  
and independent reviews.  

  As always, AMS members  
receive deep discounts on all 
AMS Books.

http://www.ametsoc.org/amsbookstore
http://www.ametsoc.org/amsbookstore
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Edward Addison 
Rashid A. Ahmad 
Stephanie R. Allison 
Clement A. Alo 
Jose-Henrique G.M. Alves 
Drew Anderson 
Toshinori Aoyagi 
Heather M. Archambault 
Andrew T. Baglini 
Nikolaos Bakas 
Logan Barnett 
Richard Barnhill 
Archer L. Batcheller 
Ashley Batey 
Andrew J. Bennett 
Jonathan R. Berry 
Stefano Berti 
Matthew Biddle 
Catherine A. Bodak 
Giovanni Botta 
Lindsey A. Breitzman 
Wolfgang Brettschneider 
Norman E. Breuer 
Christine L. Brown 
Lauren M. Brown 
Vankita Brown 
Jim Buitt 
Stephen D. Burt 
Kun-Young Byun 
James C. Caldwell 

The Council has approved the election of the following candidates to the grade of Full Member:

Guylaine Canut 
Neil E. Caporaso 
Simon A. Carn 
Jennifer M. Cederle 
Hsin-I Chang 
Lee S. Chesneau 
Ben H. Chou 
Kao-Shen Chung 
Jacob R. Cobb 
Michael T. Coe 
Leslie R. Colin 
Paulo A. Costa 
Susanne Crewell 
Erik T. Crosman 
Johannes Dahl 
Meghan Dalton 
Bob Dattore 
Daniel DePodwin 
Robert Dickinson 
Rob Dies 
Jaime A. DiFulvio 
Shari Dixon 
Kyle Dodd 
Heather A. Dominik 
Robert Dunn 
Gregory D. Dutra 
Geoffry Eberle 
Frederick A. Eckel 
Ian Eisenman 
Greg A. Eisman 

Michael T. Estime 
Kevin M. Eubank 
Allen C. Evans 
Tara M. Fardellone 
David Feller 
Chris Fenimore 
Todd R. Ferebee 
Craig R. Ferguson 
Richard D. Foot 
Jason C. Furtado 
Olivier Gagnon 
Anita M. Gajdecki 
Jose M. Garcia Jr. 
Robert A. Garcia 
Michael C. Geary 
Richard P. Giard 
Peter H. Gleick 
Aaron J. Glenn 
Mara G. Gonzalez 
Briana J. Gordon 
Eric Gordon 
Eugenio Gorgucci 
Jeffrey S. Grabon 
Steven J. Greybush 
Kevin M. Grise 
Toby P. Grubbs 
Xiaofeng Guo 
Maher A. Haddad 
Andrew B. Hagen 
Lee D. Hawkness-Smith 

Xianfeng He 
Brent C. Hedquist 
Kevin S. Henderson 
Randall J. Hergert 
Anthony C. Hess 
Jeffrey Hess 
Edward P. Hildebrand 
Peter Hogarth 
Jeffrey B. Hood 
Larry J. Hopper Jr. 
William J. House 
John G. Houston 
Melissa Huffman 
Eli M. Huven 
Edward J. Hyer 
Kosuke Ito 
Ryan W. Jakubowski 
Richard F. Jaworski Jr. 
Liwei Jia 
Zhangyan Jiang 
Xin Jin 
Justin E. Jones 
Kathy A. R. Jones 
Nicholas J. Juliano 
Derrick A. Kania 
Sarah B. Kapnick 
Edward J. Kearns 
Kelly M. Keene 
Brandon W. Kerns 
Gerard S. Ketefian 

The Council has approved the election of the following candidate to the grade of Full Member with Student 
Privileges:

Nick Adams 
Eric A. Aligo
Bonnie Anderson  
Bjorn C. Backeberg     
Megan M. Bela     
Anwesa Bhattacharya     
Michael T. Bilder     
Jonathan Brazzell     
Katherine L. Burch     
Christopher Cromeans     
Areana Flores     

Brody Fuchs     
Abebe S. Gebregiorgis     
Maria Gehne     
Darnell G. Gillie     
Russell H. Glazer     
Jennifer Henderson     
Eduardo Herrera     
Leslie R. Hill      
Spencer A. Hill     
Drew M. Hock     
Eric Holloway     

Johnna Infanti     
Jenny Kafka     
Gerard Kilroy     
Ji-in Kim      
Joseph Knapik     
Timothy Logan     
Konstantinos Menelaou     
George N. Mwaniki     
Andrew Norwood     
Lauren Padilla     
Kurtis Pinkney     

William R. Ryerson     
Michael R. Saenz     
Zachariah Silver     
Jeffrey D. Strong     
Wenxiu Sun     
Matt Taraldsen     
Anthony Testino     
Janel R. Thomas     
Ricardito Vargas Jr.     
Ricci Yue      
Christopher M. Zarzar 

The Executive Committee has approved the election of the following candidates to the grade of Associate 
Member/K–12 Teacher:

John B. Barone    
Paul C. Fisher    

Julimarie Thomas    
Vanessa L. Van Sciver    

Lindsey M. Waddell    
David O. Weller    

Kueyson Yee
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The Executive Committee has approved the election of the following candidates to the grade of Associate 
Member—Precollege Student:

Carolina Bieri    
Noah C. Chalker    
Laura G. Dombkowski    
Caroline Donelan    
Benjamin Z. Dovek    
David J. Downey    
Jonathan Z. Falk    

Lucas R. Gallo    
Alexander M. Henny    
Zachary Herring    
Hannah R. Hitchcock    
Jena P. Howard    
Margaret Klug    
Jacob Krueger    

Joshua D. Lee    
Clare Maher    
Caroline A. Medlin    
Nic M. Petrykowski    
Scot M. Pilie    
Jackie M. Pursell    

Louise V. Ruid    
William J. Shannon    
Aaron L. Stevens    
Ryan C. Tawil    
Dalton J. Van Stratten    
Bradley B. Zylstra

The Executive Committee has approved the election of the following candidates to the grade of Associate Member:

Michael Abbott    
Craig D. Buchanan    
Laura Danielson    
Alexander G. Fisher    
Michael Fishman    
Matthew R. Gallagher    

Chris Galli     
Anthony A. Guiffrida    
Bryan Hanssen    
Steven Honey    
Louis L. Johnson    

Simon G. Kraatz    
Tyler L. Kreidler    
Bruce E. Kurtz    
Steven A. Long    
Michael A. Scott    

Christopher Shore    
Joel B. Smith    
Chris Thomas    
Steven H. Willans    
Bryan H. Wood 

Daehyun Kim 
Hyokyung Kim 
Seon Tae Kim 
Christine Kirchhoff 
Kelly Klima 
Klaus Kordowski 
Vladimir N. Krupchatnikov
Atsushi Kudo 
Jong Seong Kug 
Kevin W. LaCroix 
E. S. Lanham 
Guillaume Lapeyre 
Erik D. Larson 
Sanghun Lim 
Samuel R. Lokensgard 
Franklin T. Lombardo 
Stephanie L. Ludwig 
Katherine A. Lundquist 
Brian Magi 
Scott G. Magnan 
Liora Malki-Epshtein 
Carole A. Mandryk 
Edson R. Marciotto 
Evan Mason 
Frank McCathran 
Angel McCoy 
Jordan T. McLeod 
Elizabeth J. McMichael 
Gregory J. McQuoid 
Shawn Mechelke 

Shanna Mendiola 
Paul Meshekow 
Nicholas D. Metz 
James T. Monroe 
Kaitlyn M. Moore 
James A. R. Morrison Sr. 
Kathryn W. Mozer 
Kunihiro Naito 
Bruno Nardi 
Amanda M. Nelson 
Aloisia A. Nuijens 
Travis A. O’Brien 
Jesse O’Neal 
Kazunori Ogohara 
Salvatore C. Orobello 
Stephen Owens 
Jon Oxtoby 
John A. Paquette 
Josh Park 
ShinJu Park 
Nicholas A. Parker 
Peitao Peng 
Michael Perrotte 
Alexander Petersen 
Brittany L. Petrarca 
Mike Piatek-Jimenez 
Jared D. Piepenburg 
Justin Pletsch 
Gregory F. Pollak 
Renee Raatz Frazier 

Alexander Radkevich 
Gary N. Reinecke 
Jared J. Rennie 
Charles Retallack 
Hank Rinehart 
Patrick M. Rosborough 
Angela K. Rowe 
Mauricio N. Saldivar 
Thomas P. Sandquist 
James W. Scheideler 
Bradley Schneider 
John P. Schneider 
Carl J. Schreck III 
Jennifer Schuller 
Craig S. Schwartz 
Bhaswar Sen 
Maurice A. Shamell 
Daniel J. Sheehan 
Kathryn A. Shontz 
Kristofer Shrestha 
Chris A. Shuma 
James Slavin 
Carmen Snyder 
Derrick William Snyder 
Michael Sollom 
Scott R. Springer 
Pierre St-Laurent 
David St. John 
Cal Steiner 

Anne Marie K. Stoner 
Elizabeth Suess 
James Taeger 
Lin Tang 
Lyndsay Tapases 
Mackenzie L. Tepel 
Devin Thomas 
William W. Todd 
Richard Ullman 
Matthew S. Van Den Broeke 
Adrienne K. Veilleux 
Daniel Veren 
Gabriele Villarini 
Federico M. Waisman 
Brandon Wallis 
Aihui Wang 
Sheng-Hung Wang 
Bill Ward 
Kurt T. Warner 
Elizabeth Welliver 
Matthew J. Widlansky 
Andrew E. Wilkins 
Robert D. Wonderling 
Waid S. Woodruff 
Luciano Xavier 
Elaine L. Yang 
Duick T. Young 
Feng Zhang 
Judith M. Ziemnik



732 may 2012|

.

The Executive Committee has approved the election of the following candidates to the grade of Student Member:

Megan Absher 
Ryan E. Adams 
Stephanie Adams 
Gonzalo A. Agudelo Jr. 
Christian K. Akpanya 
Seyed H. Alemohammad 
Daniel C. Alexander 
Gail L. Altieri 
George R. Alvey 
Hilary L. Ames 
Samuel M. Ames Jr. 
Nichelle A. Anderson 
Alexandra Anderson-Frey 
Christina G. Anthony 
Gilles Arfeuille 
Hannah E. Attard 
Jeff D. Auger 
Nathan Auping 
Alex T. Avalos 
Monica Yeliss Ayala 
Lindsey Baird 
Carlos A. Ballesteros 
Rebekah I. Banas 
Amanda M. Bandurski 
Stephanie Barichello 
Brian Barr 
Justin M. Barrick 
Chelsea N. Bartlett 
Carly Baumann 
Kyle T. Beck 
Katherine B. Benedict 
Joseph R. Bennett 
Lyndsey Bennett 
Mark D. Benoit 
James L. Bielli 
Kevin A. Biernat 
Jason Blumenfeld 
Kristen N. Bond 
Paloma Borque 
Samantha G. Borth 
Brandon M. Bouche 
Allyson Bowden 
Adam R. Bowerman 
Jaron M. Breen 
Amanda S. Brioche 
Julien Brun 
Michael R. Bueti 
David Burcicki Jr. 
Uriah Burhans 
Michael Butler 
Nikki Byers 
David Callicutt 
John L. Cambareri 
Bart J. Carr 
Brittany Carson 
Alexandra L. Caruthers 
Wilson Castellano 
Tyler Castillo 

Nicholas R. Cavanaugh 
Junyi Chai 
Jerrod L. Chambers 
Haonan Chen 
Ru Chen 
Matthew J. Chonka 
Margaret Christopher 
Lyndee R. Clark 
Rob Clements 
David A. Coates 
Brice Evan Coffer 
Jeff Cohen 
Manda B. Cole 
Hanna I. Colliander 
Jose G. Colon-Reyes 
Jose M. Cora 
Jose A. Cordero-Gonzalez 
Levi Cowan 
Chris J. Cox 
David A. Cox 
Landen L. Crespin 
Ewan C. Crosbie 
Angela Crowder 
Cui Cui 
Elisabeth A. D’Amore 
Robert D’Arienzo 
Meredith Dahlstrom 
Zachary Daniels 
Roderick A. Dauzat Jr. 
Robert David 
Aaron Davis 
Nick R. Davis 
Adam Michael Dawson 
Saul D. Ddumba 
Josef Decker 
Damien Decremer 
Jade DeMers 
Megan Demmert 
Amanda M. DePasquale 
Patrick T. Devore 
Martin A. Diaz 
Paul Dinwoodie 
Ashley Dixon 
Gergely Dolgos 
Brittani DuBose 
Jennifer L. Dums 
Andrew Dzambo 
Patrick Edmonds 
Taylor Egan 
Zachary C. Eichholz 
Rachel Eidelman 
William Jason Elser 
Ashley N. Felts 
Nan Feng 
Ya-Chien Feng 
Alex Ferguson 
Angela M. Ferra 
Michael S. Fischer 

Tiffany A. Fisher 
Lizxandra Flores Rivera 
Annette Foerster 
Andrea M. Franco 
Sean Freeman 
Aaron R. Freson 
Maegen M. Fried 
Drew Fultz 
Frank C. Gaetano 
Cen Gao 
Kun Gao 
Erica Gentsch 
Brianne M. Gerber 
Natasha Gibbs 
Timothy J. Gibbs 
Jennifer L. Gil 
Daniel M. Gilford 
Bradley P. Goodwin 
Thomas M. Gowan 
Matthew F. Gray 
Tami M. Gray 
Christopher R. Gregg 
Katelyn E. Grove 
Corey Guastini 
Matthew J. Hairston 
Martin C. Hale 
Dianne E. Hall 
Joseph R. Halvorson 
Nathan M. Hamet 
Jonathon Hamilton 
Zachary R. Hansen 
Joseph C. Hardin 
Kimberly A. Hartmus 
Timothy Hatlee 
Briana Hawras 
Jian He 
David Heeps Jr. 
Andrew Heirty 
Emily Heller 
Gavin Heller 
Ben Henley 
Michael A. Herrera 
Denise Hertwig 
Travis W. Hill 
Sage M. Hiller 
Noel G. Hilliard 
Ericka Hines 
Bobby Hinton 
Michael Hirschberger 
David G. Hirst 
Richard Hoadley 
Nicholas Hochmuth 
Laura E. Hodgens 
Patrick G. Hogan 
Helen Holt 
Laura G. Holtzman 
Farnaz Hosseinpour 
Tsung-Lin Hsieh 

Timothy W. Humphrey 
Todd C. Hunter 
Marc A. Jacobs 
Damaris R. Jaime 
Emanuel Janisch 
Schinook J. Jeansonne 
Shelley Jeltema 
Jerry Y. Jien 
Jessica D. Johnson 
Amanda Jones 
Justin D. Joplin 
Cheuk Yi Joseph 
George P. Kablick III 
Taylor Kanost 
Alexandra Karambelas 
Andrea M. Karelitz 
Chris Karmosky 
Jeremy L. Katz 
Melissa Kaufman 
Aaron Kaulfus 
Alpana Kaushiva 
Rachel L. Kelley 
Gina Kelshaw 
Steven D. Kerr 
Masoud Khoshsima 
Ryan Kiefer 
Hannah C. Kight 
Matthew A. King 
Robyn N. King 
Joe Kleiman 
Sean C. Klipple 
Andrew J. Koehler 
Adam Kohn 
Rebecca Kollmeyer 
Cassandra C. Kreckman 
John R. Kummer 
Michael T. Kyle 
Zachary M. Labe 
Brian J. Lada 
Alexander J. Lakocy 
Miriah Denae Lamping 
Stephen Lanciani 
Katie E. Landry 
Isabela Le Bras 
Alexander D. Lee 
Kyunghwa Lee 
Wannee J. Lewis 
Ming-Yeng Lin 
Amanda Lindquist 
Ryan C. Lingo 
Yan Liu 
Irenea C. Lodangco 
Jesus M. Lopez 
Heather M. Lucier 
Javier Lujan 
Cecilia Lundquist 
Holly Lussenden 
Kelsey Lyons 
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Anthony W. Lyza 
Derek Ray Maassen 
Viviana Maggioni 
Corey D. Maller 
Jesse L. Manzi 
Jeffrey Mart 
David L. Martin 
Edith Martinez 
Greg A. Mastroianni 
Morgan L. Matchett 
Alyssa A. Matthews 
Lindsay C. Maudlin 
Gregg W. McCambley 
Casey McClure 
Christina S. McCluskey 
Anthony C. McCullough 
Cassie M. McIntyre 
Thomas B. McKenzie III 
Maureen K. McKinney 
Rachel McLoughlin 
Manuel S. Medina 
Rui Mei 
Caleb N. Meute 
Trisha D. Michael 
David Mikolajczyk 
Audra Miller 
Madeline Miller 
Kumar Vijay Mishra 
Jake Mittelman 
Takuya Miyagawa 
Yanelly Molina 
Matthew D. Moore 
Annareli Morales 
Stephen Morgan 
Mackenzie M. Morris 
Jordan L. Morrow 
Tyler D. Morrow 
Janelle C. Mudgett 
Francis T. Mullen 
Kevin W. Murphy 
Matthew S. Muscato 
Stephanie N. Nance 
Robert J. Navarro 
Ryan R. Neely III 
Kyle Nelson 
Timothy C. Nelson 
Meredith A. Nichols 
Kimberlee E. Nighelli 
Arielle L. Nixon 
Rose Njoroge 
Melissa Nord 
Caroline Normile 
Parker Norton 
Kelly M. Nunez 
Ryan Oates 
Steve Olson 
Rie Onodera 
John Orcutt 

Ana C. Ordonez 
Brandon M. Orr 
Ana Ortiz 
Jose A. Ortiz 
Krzysztof Orzel 
Elizabeth Orzulak 
Tashiana Osborne 
Stephen Osinski 
William J. Pace III 
James Palac 
Nichole Pallan 
Joshua M. Palmer 
Bowen Pan 
Nichole L. Pate 
Pratik Patel 
Anamaria Perez 
Walter A. Perkins 
Melissa G. Pierce 
Claudine M. Pierz 
Candace C. Pinnisi 
Michael Pirhalla 
Derek I. Podowitz 
Brian W.F. Popick 
Jerry M. Post 
Jody L. Pradelski 
Blake S. Pranger 
Sarah R. Pritchard 
Sally Pusede 
Aishwarya Raman 
Michelle R. Ramotowski 
Nivash Rampersad 
Elizabeth M. Ray 
Ariana C. Reese 
Cecilia M. Reeves 
Adam Reiersgaard 
Michael C. Rencurrel 
Alexander M. Rettof 
DeVondria D. Reynolds 
Alan Rhoades 
Michael J. Rieger 
Jacob A. Riley 
Judimar Rios Rivera 
Jared M. Rising 
Glorianne M. Rivera Santiago 
Scott Roberts 
Alyssa Robinette 
Matthew C. Roby 
Derek A. Romanyk 
Karl F. Ronning 
Katie Rourke 
Johna E. Rudzin 
Niklas H. Rueter 
Richard Frank Russell III 
Kelly E. Ryan 
Rachel M. Ryan 
Nora I. Saari 
Samaneh Sabetghadam 
Babak Safa 

Anthony D. Sambucci 
Richard R. Sample II 
Jose A. Sanchez-Rodriguez 
Nitza A. Santiago-Figuero 
Matthew S. Saunders 
Kyle M. Schanus 
Adam Schnapp 
Anna I. Schneider 
Michael A. Schneider 
Laura Schutte 
Kayla M. Schwalbe 
Adam C. Schwantes 
Jeremy Scott 
Brannon A. Seay 
Cameron K. Self 
Heather M. Sepulveda 
Frances A. Sewell 
Devin Clark Shaman 
Tom L. Shankle Jr. 
Dustin Shea 
Rebecca A. Sheperd 
Stephen Shiveley 
Stephanie Sine 
Taleena Sines 
Joshua R. Sisley 
Benjamin A. Sisskind 
Lauren M. Slawsky 
Kristin M. Smedley 
Dakota C. Smith 
Molly B. Smith 
Russell H. Smith 
Ryan C. Smith 
Brittanny Snyder 
Elizabeth R. Somers 
Shi Song 
Trevor J. Sonnier 
Alessio C. Spassiani 
Mark Sperduti 
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Nicholas P. Stewart 
Robert Stoflet 
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William R. Strickler 
Kevin C. Stump 
Stacey R. Sueoka 
Shanshan Sun 
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Jing Tao 
Wei Tao 
Erik S. Taylor 
Shayne T. Taylor 
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Erin E. Thomas 
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Josh Thompson 
Danielle C. Thorne 
Camellia Tipton 
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Maribel Torres 
Dany Tran 
David J. Tupman 
William Turner IV 
Laura Twidle 
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Alexandra Unger 
Jessica Van Meter 
Jacob T. Vancil 
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Peter Veals 
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Thomas C. Ward 
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Bradley Wells 
Elizabeth M. Whalley 
David F. Wheeler III 
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Zachary B. Wienhoff 
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Bryce R. Williams 
Castle A. Williams 
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Andrew B. Wilson 
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*An exhibit program will be held at this 
meeting.

The Call for Papers and Calendar sections list conferences, symposia, and workshops that are of 
potential interest to AMS members. Complete information about events listed in the calendar can 
be found on the meetings page of the AMS Web site, www.ametsoc.org. New additions to the 
calendar are highlighted. 

To list an event in the calendar, please submit the event name, dates, location, and deadlines for abstracts, 
manuscripts, and preregistration to amsmtgs@ametsoc.org. For a submission to appear in a given issue, it 
must be submitted at least eight weeks prior to the month of publication (that is, to appear in the March 
Bulletin, the submission must be received by 1 January).

AMS MeetingS

2012

MAy 

30th Conference on Agricultural and 
Forest Meteorology, 27 May–1 June, 
Boston, Massachusetts
Abstract deadline: 30 January 2012 
Preregistration deadline: 16 April 2012
Manuscript deadline: 1 July 2012  
Initial Announcement Published: Nov. 2011

First Conference on Atmospheric Bio-
geosciences, 27 May–1 June, Boston, 
Massachusetts
Abstract deadline: 30 January 2012
Preregistration deadline: 16 April 2012
Manuscript deadline: 1 July 2012  
Initial Announcement Published: Nov. 2011

25th Conference on Weather and Fore-
casting (WAF) and 21st Conference on 
Numerical Weather Prediction (NWP) 
Jointly with the 46th Canadian Meteo-
rological and Oceanographical Society 
(CMOS) Congress 2012, 29 May–1 June, 
Montreal, Quebec, Canada
Abstract deadline: 15 February 2012
Initial Announcement Published: Oct. 2011

July 

20th Symposium on Boundary Layers 
and Turbulence, 8–13 July, Boston, 
Massachusetts
Abstract deadline: 5 April 2012
Preregistration deadline: 1 June 2012
Manuscript deadline: 13 August 2012
Initial announcement published: Aug. 2011

18th Conference on Air–Sea Interac-
tion, 8–13 July, Boston, Massachusetts
Abstract deadline: 5 April 2012
Preregistration deadline: 1 June 2012
Manuscript deadline: 13 August 2012
Initial announcement published: Aug. 2011

AuguSt 

10th Symposium on the Urban En-
vironment and Eight International 
Conference on Urban Climate (ICUC8), 
6–10 August, Dublin, Ireland
Abstract deadline: 20 January 2012  
Initial announcement published: Nov. 2011

40th Broadcast Meteorology Confer-
ence, 22–25 August, Boston, Mas-
sachusetts
Abstract deadline: 23 March 2012
Preregistration deadline: 2 July 2012
Initial Announcement Published: Dec. 2011

15th Conference on Mountain Me-
teorology, 20–24 August, Steamboat 
Springs, Colorado
Abstract deadline:  20 April 2012 
Preregistration deadline:  9 July 2012
Manuscript deadline:  20 September 2012  
Initial Announcement Published: Nov. 2011

noveMber 

26th Conference on Severe Local 
Storms, 5–8 November, Nashville, 
Tennessee
Abstract deadline: 10 August 2012
Preregistration deadline: 7 September 2012
Manuscript deadline: 7 December 2012
Initial announcement published: Aug. 2011

2013

JAnuAry 

12th Annual AMS Student Confer-
ence: Expanding Weather and Climate 
Prediction—Taking Geosciences to 
the Next Level, 5–6 January, Austin, 
Texas
Abstract deadline: 1 October 2012
Registration deadline: 18 December 2012
Initial announcement published: Feb. 2012

*Robert A. Duce Symposium, 8 Janu-
ary, Austin, Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: Feb. 2012

*29th Conference on Environmental 
Information Processing Technolo-
gies (formerly known as Interactive 
Information Processing Technologies, 
IIPS), 6–10 January, Austin, Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: Feb. 2012

*27th Conference on Hydrology, 6–
10 January, Austin, Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: Feb. 2012
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*16th Conference of Atmospheric Sci-
ence Librarians International (ASLI), 
6–10 January, Austin, Texas
Abstract deadline: 1 October 2012
Preregistration deadline: 1 December 2012
Initial announcement published: TBD

*15th Conference on Atmospheric Chem-
istry, 6–10 January, Austin, Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: Feb. 2012

*11th Conference on Artificial and 
Computational Intelligence and its 
Applications to the Environmental Sci-
ences, 6–10 January, Austin, Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: Feb. 2012

*25th Conference on Climate Vari-
ability and Change, 6–10 January, 
Austin, Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: Feb. 2012

*22nd Symposium on Education, 6–
10 January, Austin, Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: Feb. 2012

*20th Conference on Applied Climatol-
ogy, 6–10 January, Austin, Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: Feb. 2012

*19th Conference on Planned and In-
advertent Weather Modification, 6–10 
January, Austin, Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: May 2012

*17th Conference on Integrated Ob-
serving and Assimilation Systems 
for Atmosphere, Oceans, and Land 
Surface (IOAS–AOLS), 6–10 January, 
Austin, Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: Feb. 2012

*16th Conference on Aviation, Range, 
and Aerospace Meteorology (ARAM), 
6–10 January, Austin, Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: Feb. 2012 * An exhibit program will be held at this 

meeting.
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Approximately 1,200 tornadoes touch down across the United States annually, 
and for almost a decade, economists Simmons and Sutter have been gathering 
data from sources such as NOAA and the U.S. Census to examine their 
economic impacts and social consequences. Their unique database has 
enabled this fascinating and game-changing study for meteorologists,  
social scientists, emergency managers, and everyone studying severe 
weather, policy, disaster management, or applied economics. 

Featuring:

• Social science perspective of tornado impacts

• Evaluation of NWS warnings and efforts to reduce casualties 

• Statistical analysis of effectiveness of warning  
 lead time, shelters, and more 
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*11th Symposium on the Coastal Envi-
ronment, 6–10 January, Austin, Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: Feb. 2012

*11th History Symposium, 6–10 Janu-
ary, Austin, Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: Feb. 2012

*10th Conference on Space Weather, 
6–10 January, Austin, Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: May 2012

*Ninth Annual Symposium on Future 
Operational Environmental Satellite 
Systems, 6–10 January, Austin, Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: Feb. 2012

*Eighth Symposium on Policy and 
Socio-Economic Research, 6–10 Janu-
ary, Austin, Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: Feb. 2012

*Sixth Conference on the Meteoro-
logical Applications of Lightning Data, 
6–10 January, Austin, Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: Feb. 2012

*Sixth Symposium on Lidar Atmo-
spheric Applications, 6–10 January, 
Austin, Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: May 2012

*Sixth Annual CCM Forum: Certified 
Consulting Meteorologists, 6–10 Janu-
ary, Austin, Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: April 2012

*Fifth Symposium on Aerosol–Cloud–
Climate Interactions, 6–10 January, 
Austin, Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: Feb. 2012

*Fourth Conference on Environment 
and Health, 6–10 January, Austin, 
Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: Feb. 2012

*Fourth Conference on Weather, Cli-
mate, and the New Energy Economy, 
6–10 January, Austin, Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: Feb. 2012

*Third Symposium on Advances in 
Modeling and Analysis Using Python, 
6–10 January, Austin, Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: Feb. 2012

*Third Conference on Transition of 
Research to Operations: Successes, 
Plans, and Challenges, 6–10 January, 
Austin, Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: Feb. 2012

*Second Symposium on Planetary 
Atmospheres, 6–10 January, Austin, 
Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: May 2012

*First Annual Symposium on Improv-
ing Communication, Collaboration 
and Response to Weather Forecasts 
and Warnings, 6–10 January, Austin, 
Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: April 2012

*First Symposium on the Weather and 
Climate Enterprise, 6–10 January, 
Austin, Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: Feb. 2012

*Special Symposium on Advancing 
Weather and Climate Forecasts: In-
novative Techniques and Applications, 
6–10 January, Austin, Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: April 2012

*Special Symposium on the Joint 
Center for Satellite Data Assimilation, 
6–10 January, Austin, Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: May 2012

*Special Symposium on the Next Level 
of Predictions in Tropical Meteorol-
ogy: Techniques, Usage, Support, and 
Impacts, 6–10 January, Austin, Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: Feb. 2012

* An exhibit program will be held at this 
meeting.
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*Symposium on Prediction of the 
Madden–Julian Oscillation, 6–10 Janu-
ary, Austin, Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: April 2012

*Symposium on the Role of Statistical 
Methods in Weather and Climate Pre-
diction, 6–10 January, Austin, Texas
Abstract deadline: 1 August 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: May 2012

*IMPACTS: Major Weather Events and 
Impacts of 2012, 8 January, Austin, 
Texas
Abstract deadline: 15 October 2012
Preregistration deadline: 1 December 2012
Manuscript deadline: 6 February 2013
Initial announcement published: Feb. 2012

MeetingS of intereSt

2012

April 

Third Annual Great Lakes Atmo-
spheric Science Symposium (GLASS), 
28 April, Oswego, New York

MAy 

32nd NATO/SPS International Techni-
cal Meeting on Air Pollution Modelling 
and its Application, 7–11 May, Utrecht, 
the Netherlands

Fourth WCRP International Confer-
ence on Reanalyses, 7–11 May, Silver 
Spring, Maryland

June 

16th International Symposium for 
the Advancement of Boundary Layer 
Remote Sensing, 5–8 June, Boulder, 
Colorado

Fifth Chaotic Modeling and Simula-
tion International Conference (CHAOS 
2012), 12–15 June, Athens Greece

Croatian–USA Workshop on Meso-
meteorology, 18–20 June, Zagreb, 
Croatia

July 

16th International Conference on 
Clouds and Precipitation, 28 July–3 
August 2012, Leipzig, Germany

AuguSt 

International Radiation Symposium 
2012, 6–10 August, Dahlem Cube, 
Berlin, Germany

International Symposium on Nowcast-
ing and Very Short Range Forecasting, 
6–10 August, Rio de Janeiro, Brazil

SepteMber 

2012 EUMETSAT Meteorological 
Satellite Conference, 3–7 September, 
Sopot, Poland

12th EMS Annual Meeting & 9th 
European Conference on Applied Cli-
matology (ECAC), 10–14 September, 
Łódź, Poland

Third International Conference on 
Earth System Modelling, 17–21 Sep-
tember, Hamburg, Germany

october 

Fourth Tri-State Weather Conference, 
13 October, Danbury, Connecticut

NOAA’s 37th Climate Diagnostics and 
Prediction Workshop, 22–25 October, 
Fort Collins, Colorado

2012 Conference on Intelligent Data 
Understanding, 24–26 October, Boul-
der, Colorado

2013

June 

Second China–U.S. Symposium on 
Meteorology, 24–28 June, Qingdao, 
China

DISPLAY YOUR S TUFF!
Opportunities Available to Exhibit at AMS Meetings

The exhibition program of AMS meetings provides an opportunity for professionals in the atmospheric sciences, 

oceanography, hydrology, and related environmental sciences to learn more about state-of-the-art developments, 

equipment, products, services, and reseach in their respective fields. In addition to an annual meeting, the AMS 

offers a number of niche marketing opportunities where you can showcase the products and services of your 

firm, institution, or agency. To learn more about exhibiting at an AMS meeting, visit the meetings page on the 

AMS Web site or e-mail exhibitsmanager@ametsoc.org.

* An exhibit program will be held at this 
meeting.
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Call for PaPers

19th Conference on Planned and 
Inadvertent Weather Modification, 
6–10 January 2013, Austin, Texas

The 19th Conference on Planned and 
Inadvertent Weather Modification, 
sponsored by the American Meteoro-
logical Society, and organized by the 
AMS Committee on Weather Modi-
fication, will be held 6–10 January 
2013, as part of the 93rd AMS Annual 
Meeting in Austin, Texas. Preliminary 
programs, registration, hotel, and 
general information will be posted 
on the AMS website (www.ametsoc 
.org/meet/annual/) in late-September 
2012. 

The theme for the 2013 AMS An-
nual Meeting is “Taking Predictions 
to the Next Level: Expanding Beyond 
Today’s Weather and Climate Forecasts 
and Projections.” The interdisciplinary 
aspects of our science are also being 
emphasized. Following this theme, 
the 19th Conference on Planned and 
Inadvertent Weather Modification 
is soliciting papers over a wide range 
of traditional and interdisciplinary 
topics, including those that address 
the prediction needs of water resource 
managers and other decision-makers. 
Joint sessions are planned, and papers 
are encouraged in the following areas:

•	 The	feasibility,	risks,	costs,	policy	
implications, and ethical and 
political dimensions of global ra-
diation intervention (with the 25th 
Conference on Climate Variability 
and Change);

•	 Impacts	of	anthropogenic	aerosols	
on clouds, precipitation, circula-
tion, and severe storms (with the 
Fifth Symposium on Aerosol–
Cloud–Climate Interactions);

•	 Aerosol–cloud interactions in
weather forecasting (with the Fifth 
Symposium on Aerosol–Cloud–
Climate Interactions);

•	 The impacts of the urban envi-
ronment on precipitation and 
heat waves (with the Board on the 
Urban Environment);

•	 Thedetectionof planned and inad-
vertent changes in clouds and the 
weather (with the Probability and 
Statistics Special Symposium).

As always, papers on traditional 
topics in planned and inadvertent 
weather modification also are sought, 
including, but not limited to

•	 physical evidence of cloud seeding
effects and general weather modi-
fication aspects; 

•	 hydrologica l	 appl icat ions	 to	
weather modification projects 
and evaluation;

•	 recent developments in under-
standing natural cloud processes 
and aerosol–cloud interactions 
relevant to weather modification;

•	 the development and refinement of
conceptual models, including those 
for enhancing precipitation and 
mitigating the severity of storms;

•	 applications of numerical mod-
els to planned and inadvertent 
weather modification topics; 

•	 societal	and	economic	effects	of	
anthropogenic impacts on weather 
and climate. 

Please submit your abstract elec-
tronically via the web by 1 August 
2012 (refer to the AMS web page 
at www.ametsoc.org/meet/online_
submit.html). An abstract fee of $95 
(payable by credit card or purchase 
order) is charged at the time of sub-
mission (refundable only if abstract 
is not accepted). 

The abstract fee includes the sub-
mission of your abstract, the posting 
of your extended abstract, and the 
uploading and recording of your 
presentation, which will be archived 
on the AMS website.

 Authors of accepted presenta-
tions will be notified via e-mail by 
late-September 2012. All extended 
abstracts are to be submitted elec-
tronically and will be available online. 
Instructions for formatting extended 
abstracts will be posted on the AMS 
website. Authors have the option to 
submit manuscripts (up to 3 MB) 
electronically by 6 February 2013. 
All abstracts, extended abstracts, and 
presentations will be available on the 
AMS website at no cost.

For additional information please 
contact the program chairperson, 
Dan Breed, National Center for 
Atmospheric Research, Boulder, 
Colorado (e-mail: breed@ucar.edu). 
(5/12)

Call for PaPers

11t h H istor y Sy mposiu m, 6 –
10 January 2013, Austin, Texas

The Eleventh History Symposium, 
sponsored by the American Meteo-
rological Society, and organized by 
the AMS History Committee, will 
be held 6–10 January 2013, as part 
of the 93rd AMS Annual Meeting in 
Austin, Texas. Preliminary programs, 
registration, hotel, and general infor-
mation will be posted on the AMS 
website (www.ametsoc.org/meet/
annual/) in late-September 2012. 

The theme for the 2013 AMS An-
nual Meeting is “Taking Predictions 
to the Next Level: Expanding Beyond 
Today’s Weather and Climate Fore-
casts and Projections.” In keeping 
with this year’s overarching AMS 
theme, the History Committee solic-
its papers that address the historical 
development and implications of 
weather and climate forecasts with 
special emphasis on contemporary 
water and drought issues, space 
weather prediction, history and devel-
opment of hurricane observation and 

http://www.ametsoc.org/meet/annual/
http://www.ametsoc.org/meet/annual/
http://www.ametsoc.org/meet/online_submit.html
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forecasting, as outlined below. Papers 
may be broadly conceived, in any 
time period or cultural context. The 
History Committee invites discourse 
between atmospheric scientists, his-
torians of science, science librarians 
and archivists, social scientists, ge-
ographers, and other disciplines that 
intersect history and the atmospheric 
sciences.

This year papers are solicited on

•	 contemporary	regional	water	and	
drought issues viewed through the 
lens of history—how history has 
illuminated and informed present 
decision making and science. This 
could include, but is not limited 
to, great droughts of the 1950s 
and 1930s, Texas and regional dust 
bowl history, historical f looding 
events of the region (joint with 
Conference on Hydrology, History 
is lead)

•	 historical perspectives in space
weather prediction (joint with 
10th Conference on Space Weath-
er, Space Weather is lead)

•	 historical perspectives on predic-
tions and the decision making 
process in tropical meteorology, 
examined with respect to all tropi-
cal meteorology forecast systems, 

and including historical develop-
ment of governing agencies re-
sponsible for operations and deci-
sion processes (joint with Special 
Symposium on the Next Level of 
Prediction in Tropical Meteorol-
ogy, Tropical Meteorology is lead)

•	 general	contributions	on	histori-
cal perspectives on weather, cli-
mate, and natural history issues 
of the region and, specifically, 
to continue the focus on hydrol-
ogy/water issues and history and 
development of hurricane obser-
vation and forecasting. May also 
include historical development 
of agencies, instrumentation, and 
analysis tools related to forecast-
ing science. (History Symposium, 
General sessions)

Please submit your abstract elec-
tronically via the web by 1 August 
2012 (refer to the AMS web page 
at www.ametsoc.org/meet/online_
submit.html). An abstract fee of $95 
(payable by credit card or purchase 
order) is charged at the time of sub-
mission (refundable only if abstract 
is not accepted). 

The abstract fee includes the sub-
mission of your abstract, the posting 
of your extended abstract, and the 

uploading and recording of your 
presentation, which will be archived 
on the AMS website.

 Authors of accepted presenta-
tions will be notified via e-mail by 
late-September 2012. All extended 
abstracts are to be submitted elec-
tronically and will be available online. 
Instructions for formatting extended 
abstracts will be posted on the AMS 
website. Authors have the option to 
submit manuscripts (up to 10 MB) 
electronically by 6 February 2013. 
All abstracts, extended abstracts and 
presentations will be available on the 
AMS website at no cost.

For additional information please 
contact Jean Phillips, History Com-
mittee Chair, Space Science and En-
gineering Center, University of Wis-
consin—Madison, 1225 W. Dayton 
Street, Madison, WI 53706 (e-mail: 
jean.phillips@ssec.wisc.edu). (2/12; 
r5/12)

Call for PaPers

10th Conference on Space Weather, 
6–10 January 2013, Austin, Texas

The Tenth Conference on Space 
Weather (10th CSW), sponsored 
by the American Meteorological 
Society, and organized by the AMS 

Student Travel Grants are available for senior undergraduate and graduate students to attend AMS 
meetings held in the United States and Canada. The travel grants are available only to members, 
including student members, of the AMS.

AMS recognizes the considerable benefit that students can gain from attending conferences even if 
they are not presenting a paper there, and AMS wants to encourage interactions between students 
and other conference attendees. To this end, travel grants will be awarded to a student who is not 
presenting a paper at the conference.

Students who are presenting papers and potentially in need of travel support should inquire of the 
program chair whether any funds will be available for this purpose.

For more information and to complete an application form, please visit the AMS website at www
.ametsoc.org.

Student travel GrantS
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Committee on Space Weather, will 
be held 6–10 January 2013, as part 
of the 93rd AMS Annual Meeting in 
Austin, Texas. Preliminary programs, 
registration, hotel, and general infor-
mation will be posted on the AMS 
website (www.ametsoc.org/meet/
annual/) in late-September 2012. 

The theme for the 2013 AMS An-
nual Meeting is “Taking Predictions 
to the Next Level: Expanding Beyond 
Today’s Weather and Climate Fore-
casts and Projections.” Over the past 
60 years the meteorological commu-
nity has made tremendous strides in 
making prediction a fundamental part 
of its scientific and operational/service 
heritage through the development 
and application of complex numeri-
cal models involving the atmosphere, 
ocean, land, and cryosphere compo-
nents of the Earth System. This theme 
will serve as a catalyst for the 2013 
AMS Annual Meeting by focusing the 
attention of the research and opera-
tional communities, including those 
who are involved in accelerating the 
transition of research results into op-
erations. Furthermore, the increasing 
use of predictions by decision makers 
throughout federal, state, and local 
emergency management government 
agencies and by private/commercial 
sectors will serve as an important 
component for this annual meeting 
along with the extension of predictive 
capabilities into a broader domain, 
including public health, food security, 
air and water quality, alternative en-
ergy, navigation, communication, and 
responses to climate trends.

This year’s theme is highly appro-
priate for the 10th CSW. Compared 
to numerical weather prediction, the 
space weather discipline is still in its 
infancy and prediction capabilities 
are not as mature and sophisticated 
as what have been achieved for ter-
restrial weather. However, there have 
been a number of advances in our 
understanding of the Sun–Earth 
System, operational space weather 

models, and ground- and space-based 
data sets. Using meteorology as an 
example, the space weather commu-
nity is in the early stages of delivering 
improved forecast capabilities for a 
variety of space weather applications. 
The 10th CSW will highlight those 
burgeoning new capabilities and re-
flect on advances in science and pre-
diction over the past decade since the 
first Space Weather Symposium was 
held at the Annual AMS Meeting. 

This year papers are solicited on

•	 advances in space weather now-
casting and forecasting, and as-
sociated metrics

•	 advances	in	space	weather	instru-
mentation and models 

•	 new	data	sources	and	products
•	 historical perspectives in space

weather prediction (joint with 
History Conference)

•	 space	weather	 transition	plans,	
challenges, opportunities (joint 
with 3rd Research to Operations 
Conference)

•	 general	contributions	

Please submit your abstract elec-
tronically via the web by 1 August 2012
(refer to the AMS web page at www
.ametsoc.org/meet/online_submit.
html). An abstract fee of $95 (payable 
by credit card or purchase order) is 
charged at the time of submission 
(refundable only if abstract is not ac-
cepted). The abstract fee includes the 
submission of your abstract, the post-
ing of your extended abstract, and 
the uploading and recording of your 
presentation, which will be archived 
on the AMS website.

Authors of accepted presenta-
tions will be notified via e-mail by 
late-September 2012. All extended 
abstracts are to be submitted elec-
tronically and will be available online. 
Instructions for formatting extended 
abstracts will be posted on the AMS 
website. Authors have the option to 
submit manuscripts (up to 10 MB) 

electronically by 6 February 2013. 
All abstracts, extended abstracts, and 
presentations will be available on the 
AMS website at no cost.

For additional information please 
contact the program chairperson(s), 
Bob McCoy (e-mai l: rpmccoy@
alaska.edu) or Genene Fisher (e-mail: 
Genene.fisher@noaa.gov). (5/12)

Call for PaPers

Sixth Symposium on Lidar Atmo-
spheric Applications, 6–10 January 
2013, Austin, Texas

A Symposium on Lidar Atmospher-
ic Applications, sponsored by the 
American Meteorological Society and 
organized by the AMS Committee 
on Laser Atmospheric Studies, will 
be held 6–10 January 2013 as part of 
the 93rd AMS Annual Meeting in 
Austin, Texas. Preliminary programs, 
registration, hotel, and general infor-
mation will be posted on the AMS 
website (www.ametsoc.org/meet
/annual/) in late-September 2012.

Lidar probing of the atmosphere 
has progressed from research phase 
and is being applied to many of 
today’s environmental and climate 
solutions. Lidar-based research in 
fundamental measurements of aero-
sols, clouds, water vapor, tempera-
ture, trace gas chemistry, wind, and 
process-based studies have become 
part of the standard meteorological 
instrumentation. In addition, the 
basic technologies have matured 
and their applications have started 
to emerge as ground-based networks 
and space-based long-term monitor-
ing tools to aid in climate-related re-
search. This symposium is intended 
to bring together and review recent 
advances in lidar-based atmospheric 
application programs and activities. 

The meeting will consist of a num-
ber of invited review talks and con-
tributed papers and posters. The 
scope of this symposium is lidar 
application studies, and in particular 
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those that are process-based appli-
cations that contribute to studying 
the state and composition of the 
atmosphere, including the clouds, 
aerosols, radiatively important gases, 
and thermodynamic structures of the 
troposphere and stratosphere. Papers 
that address this general theme of lidar 
atmospheric applications and, in par-
ticular, process-based applications are 
solicited. Sessions are anticipated on 
lidar networks, space-borne lidars, au-
tomated operational lidars, long-term 
climate observations, air pollution 
applications, lidar data assimilation 
in numerical weather models, and 
emerging lidar methods in address-
ing atmospheric issues. Of particular 
interest is the use of lidars in con-
junction with other instrumentation 
(e.g., radar-lidar techniques) in pol-
lution, climate, and weather studies. 
Participants with additional sugges-
tions for the program are encouraged 
to contact the program chairperson.

The theme for the 2013 AMS An-
nual Meeting is “Taking Predictions 
to the Next Level: Expanding Beyond 
Today’s Weather and Climate Fore-
casts and Projections.” Over the past 
60 years the meteorological commu-
nity has made tremendous strides in 
making prediction a fundamental part 
of its scientific and operational/service 
heritage through the development 
and application of complex numeri-
cal models involving the atmosphere, 
ocean, land, and cryosphere compo-
nents of the Earth System. This theme 
will serve as a catalyst for the 2013 
AMS Annual Meeting by focusing the 
attention of the research and opera-
tional communities, including those 
who are involved in accelerating the 
transition of research results into op-
erations. Furthermore, the increasing 
use of predictions by decision makers 
throughout federal, state, and local 
emergency management government 
agencies and by private/commercial 
sectors will serve as an important 
component for this annual meeting 

along with the extension of predictive 
capabilities into a broader domain, 
including public health, food security, 
air and water quality, alternative en-
ergy, and responses to climate trends. 
Lidar remote sensing is expected to 
play a significant role in these fields 
and may even be a key instrument 
required. Abstracts that address these 
areas are highly encouraged.

Please submit your abstract elec-
tronically via the web by 1 August 2012 
(refer to the AMS web page at www
.ametsoc.org/meet/online_submit 
.html). An abstract fee of $95 (payable 
by credit card or purchase order) is 
charged at the time of submission 
(refundable only if abstract is not ac-
cepted). The abstract fee includes the 
submission of your abstract, the post-
ing of your extended abstract, and 
the uploading and recording of your 
presentation, which will be archived 
on the AMS website. 

Authors of accepted presenta-
tions will be notified via e-mail by 
late-September 2012. All extended 
abstracts are to be submitted elec-
tronically and will be available online. 
Instructions for formatting extended 
abstracts will be posted on the AMS 
website. Authors have the option to 
submit manuscripts (up to 10 MB) 
electronically by 6 February 2013. 
All abstracts, extended abstracts, and 
presentations will be available on the 
AMS website at no cost.

For additional information on the 
organization of the 93rd AMS An-
nual Meeting, please contact meeting 
organizers: Belay Demoz (e-mail: 
bbdemoz@howard.edu) or Sara Tucker 
(e-mail: stucker@ball.com). (5/12)

Call for PaPers

Fourth Conference on Environment 
and Health, 6–10 January 2013, 
Austin, Texas

The overarching theme for the 2013 
AMS Annual Meeting is “Taking Pre-
dictions to the Next Level: Expanding 

Beyond Today’s Weather and Climate 
Forecasts and Projections.” Over the 
past 60 years the meteorological com-
munity has made tremendous strides 
in making prediction a fundamental 
part of its scientific and operational/
service heritage through the develop-
ment and application of complex nu-
merical models involving the atmo-
sphere, ocean, land, and cryosphere 
components of the Earth System. 
Applying our predictive capabilities 
into a broader domain including 
public health, food security, air and 
water quality, alternative energy, and 
responses to climate trends is a cen-
tral objective of this meeting.

In the context of this overarching 
theme, the goal of 4Health is to go 
in-depth into Earth’s inf luence on 
human health and well-being. In do-
ing so, we seek to better understand 
how the atmospheric and oceanic 
systems exert measurable (positive 
or negative) impacts; moreover, we 
are interested in how planetary in-
formation feeds into surveillance and 
preparedness (including adaptation) 
models and decisions.

We are especially interested in 
public health and medical factors 
such as

•	 asthma	
•	 cardio and respiratory diseases
•	 foodborne	diseases	and	nutrition	
•	 vectorborne and zoonotic dis-

eases
•	 waterborne illnesses
•	 infectious	diseases
•	 mental health
•	 food	securtiy
•	 heat and extreme weather-related

mortality and morbity
•	 physical safety

The sessions are arranged to 
help us explore these topics (and 
possibly others) in the context of 
hydro-meteorological and oceano-
graphic factors so that our commu-
nity understands how our science and 
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technologies are utilized (or could be 
applied) for health. Thus, papers from 
the environment, health, and medical 
disciplines that explore this approach 
through the following subjects are 
encouraged: integrated modeling; 
climate, ocean, weather, and water 
forecasts; in situ and satellite moni-
toring and observations; communi-
cation tools and technologies; and, 
interdisciplinary coordination.

Of specific interest are papers that 
address end-to-end science and man-
agement approaches of the aforemen-
tioned health concerns in the context 
of these environmental factors: 

1) 0cean and coastal–related human 
health risks

2) dust transport, transformation, 
and consequence

3) extreme temperatures, including 
attendant influences on drought 
and wildfires

4) examples of adaptation risks and 
solutions at local, regional, and 
international levels

5) disaster risk reduction for health-
care delivery services (e.g., EMT) 
and infrastructure (e.g., hospitals), 
including its systems of depen-
dency (e.g., utility grids, water, 
sanitation)

Achieving the 4Health goal re-
quires participation and engagement 
from colleagues in the public health, 
medical, hydro-meteorological, and 
oceanic disciplines. 

We are considering joint/parallel 
sessions with the following confer-
ences:

•	 29th	EIPT/11th	Artif icial	 and	
Computational Intelligence: “Data 
Mining Techniques for Environ-
ment and Health Research” fo-
cusing on technological advances 
that can further environment and 
health investigations.

•	 27th Hydrology: “Drought and
Health” to address the impacts 

that drought (in the United States 
and overseas) can bear on human 
health and food security.

•	 20th	Applied	Climatology:	“Cli-
mate Applications and Projections 
for the Health Sector” to highlight 
climate outlooks that can inform 
public health preparedness, such as 
areas of increased extreme weather 
risk, alterations in vector-borne 
disease trajectories due to weather 
variability and change, and poten-
tial threats to food security.

•	 17th	IOAS:	“Earth	Observation	
Systems and Applications for Pub-
lic Health Models and Decisions” 
to focus primarily on satellite 
applications in a panel discussion 
that will headlined by keynote 
talks from both the observations 
and health communities along 
with distinguished papers that ad-
dress current health applications, 
add value in establishing require-
ments, highlight untapped data 
utilization, and discuss techniques 
(such as data mining) that can 
expand environment and health 
exploration and products

•	 8Policy/IMPACTS:	 “Extreme	
Weather Toll on Mental Health, 
Safety, and Healthcare Infrastruc-
ture” to discuss extreme weather 
(and outlier events, like 1:1000 
or 1:5000 year events) impacts 
to people and buildings in the 
healthcare profession. Papers will 
highlight the discrepancy between 
preparedness and the probability 
of extreme or outlier events as 
covered through several angles: 1) 
a discussion on critical infrastruc-
ture codes, building preparedness, 
as well as hospital dependencies 
on energy, utility, and sanitation 
services; 2) an autopsy of risk per-
ception in the health sector (using 
Joplin as a test bed); 3) a review 
of the financial and mental toll 
resulting from the damage or loss 
of hospital or healthcare profes-
sionals to a community; and 4) 

international perspectives and ex-
periences in fortifying healthcare 
infrastructure.

Papers and posters from gradu-
ate and undergraduate students are 
welcome.

For overall questions please contact 
Sue Estes, NASA (e-mail: sue.m.estes@
nasa.gov; tel: 256-961-7961) or Wendy 
Marie Thomas (e-mail: wthomas@
ametsoc.org ;	 tel:	 202-355-9820);	
for extreme temperatures/drought/
wildfires topics, Glenn McGregor 
(e-mail: g.mcgregor@auckland.ac.nz; 
tel:	64	9	3737599	ext	85280)	or	Paul	
English, California Department of 
Health (e-mail: Paul.English@cdph
.ca.gov; tel: 510-620-3684); for health-
specific topics please contact Kris 
Ebi, IPCC/Stanford (e-mail: krisebi@
ipcc-wg2.gov) or Paul English, Cali-
fornia Department of Health (e-mail: 
Paul.English@cdph.ca.gov; tel: 510-
620-3684); for climate-related topics
please contact Eileen Shea, NOAA 
(e-mail: eileen.shea@noaa.gov; tel: 
828-271-4384);	for	dust-related	top-
ics please contact Bill Sprigg, Uni-
versity of Arizona/NASA (e-mail: 
wsprigg@u.arizona.edu; tel: 520-
621-6834);	and	for	oceans	and	hu-
man health topics please contact Juli 
Trtanj, NOAA (e-mail: juli.trtanj@
noaa.gov). (2/12; r5/12)

Call for PaPers

Second Symposium on Planetary 
Atmospheres, 6–10 January 2013, 
Austin, Texas

The Second Symposium on Planetary 
Atmospheres, sponsored by the 
American Meteorological Society, 
will be held 6–10 January 2013, as 
part of the 93rd AMS Annual Meet-
ing in Austin, Texas. Preliminary 
programs, registration, hotel, and 
general information will be posted 
on the AMS website (www.ametsoc
.org/meet/annual/) in late-September 
2012. 
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The theme for the 2013 AMS 
Annual Meeting is “Taking Predic-
tions to the Next Level: Expanding 
Beyond Today’s Weather and Climate 
Forecasts and Projections.” Over the 
past 60 years the meteorological com-
munity has made tremendous strides 
in making prediction a fundamental 
part of its scientific and operational/
service heritage through the develop-
ment and application of complex nu-
merical models involving the atmo-
sphere, ocean, land, and cryosphere 
components of the Earth System. This 
theme will serve as a catalyst for the 
2013 AMS Annual Meeting by focus-
ing the attention of the research and 
operational communities, including 
those who are involved in accelerat-
ing the transition of research results 
into operations. Furthermore, the 
increasing use of predictions by deci-
sion makers throughout federal, state, 
and local emergency management 
government agencies and by private/
commercial sectors will serve as an 
important component for this annual 
meeting along with the extension of 
predictive capabilities into a broader 
domain, including public health, 
food security, air and water quality, 
alternative energy, and responses to 
climate trends.

Following this theme, the Sec-
ond Symposium on Planetary At-
mospheres is soliciting papers on 
advances in spacecraft observations 
of planetary atmospheres, modeling, 
and data assimilation. Topics in the 
areas of planetary meteorology, at-
mospheric structure, dynamics and 
composition, and planetary climate 
are welcomed.

Please submit your abstract elec-
tronically via the web by 1 August 
2012 (refer to the AMS web page 
at www.ametsoc.org/meet/online_
submit.html). An abstract fee of $95 
(payable by credit card or purchase 
order) is charged at the time of sub-
mission (refundable only if abstract 
is not accepted). 

The abstract fee includes the sub-
mission of your abstract, the posting 
of your extended abstract, and the 
uploading and recording of your 
presentation, which will be archived 
on the AMS website.

Authors of accepted presentations 
will be notified via e-mail by late-
September 2012. All extended ab-
stracts are to be submitted electroni-
cally and will be available online. 
Instructions for formatting extended 
abstracts will be posted on the AMS 
website. Authors have the option to 
submit manuscripts (up to 10 MB) 
electronically by 6 February 2013. 
All abstracts, extended abstracts, and 
presentations will be available on the 
AMS website at no cost.

For additional information please 
contact the program chairperson, 
Mark Richardson (e-mail: mir@
ashimaresearch.com). (5/12)

Call for PaPers

Special Symposium on the Joint 
Center for Satellite Data Assimila-
tion, 6–10 January 2013, Austin, 
Texas

The Special Symposium on the Joint 
Center for Satellite Data Assimilation, 
sponsored by the American Meteoro-
logical Society, and organized by the 
AMS Satellite Meteorology, Ocean-
ography, and Climatology Commit-
tee, will be held on 8 January 2013.
The symposium is embedded within 
the Third Conference on Transition 
of Research to Operations: Successes, 
Plans, and Challenges, and is part of 
the 93rd AMS Annual Meeting in 
Austin, Texas. Preliminary program, 
registration, hotel, and general infor-
mation will be posted on the AMS 
website (www.ametsoc.org/meet
/annual/) in late-September 2012. 

The theme for the 2013 AMS An-
nual Meeting is “Taking Predictions 
to the Next Level: Expanding Be-
yond Today’s Weather and Climate 
Forecasts and Projections.” Over 

the past 60 years the meteorological 
community has made tremendous 
strides in making prediction a fun-
damental part of its scientific and 
operational/service heritage through 
the development and application of 
complex numerical models involv-
ing the atmosphere, ocean, land, 
and cryosphere components of the 
Earth System.

Much of this progress has been 
made possible by the development 
of better data assimilation systems 
that in turn have made it possible 
for the operational prediction cen-
ters to increase and improve their 
use of a wider range of observing 
systems. For certain application 
areas—especially numerical weather 
prediction—the increased use of 
satel lite data has been a critical 
element of this overall thrust since 
comprehensive spatial and temporal 
coverage of weather data for the full 
global domain can only be obtained 
from space. 

The Joint Center for Satellite Data 
Assimilation is an interagency collab-
oration sponsored by NASA, NOAA, 
the U.S. Air Force, and the U.S. Navy 
that is tasked with improving and 
accelerating the use of satellite data 
and related research in operational 
environmental prediction systems. 
As one of its primary responsibilities, 
the JCSDA strives to help the opera-
tional agencies implement data from 
new satellites as quickly as possible 
after launch. Thus, the JCSDA helps 
the nation maximize the benefits 
from its investment in these systems. 
The symposium will include both 
invited and contributed presenta-
tions and we solicit presentations 
highlighting the role of satellite data 
in numerical weather prediction, as 
well as on the current and potential 
future use of satellite data in air qual-
ity, ocean, land surface, and climate 
prediction systems. Contributions 
may focus on the data themselves or 
on algorithmic developments that 
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are/will be necessary to optimize the 
use of the data.

Please submit your abstract elec-
tronically via the web by 1 August 2012
(refer to the AMS web page at www
.ametsoc.org/meet/online_submit 
.html). An abstract fee of $95 (payable 
by credit card or purchase order) is 
charged at the time of submission 
(refundable only if abstract is not 
accepted). 

The abstract fee includes the sub-
mission of your abstract, the posting 
of your extended abstract, and the 
uploading and recording of your 
presentation, which will be archived 
on the AMS website.

Authors of accepted presenta-
tions will be notified via e-mail by 
late-September 2012. All extended 
abstracts are to be submitted elec-
tronically and will be available online. 
Instructions for formatting extended 
abstracts will be posted on the AMS 
website. Authors have the option to 
submit manuscripts (up to 10 MB) 
electronically by 6 February 2013. 
All abstracts, extended abstracts, and 
presentations will be available on the 
AMS website at no cost.

For additional information please 
contact the program chairperson, 
Lars Peter Riishojgaard (e-mail: 
Lars.P.Riishojgaard@nasa.gov). 
(5/12)

Call for PaPers

Symposium on the Role of Statistical 
Methods in Weather and Climate 
Prediction, 6–10 January 2013, 
Austin, Texas

The Symposium on the Role of Sta-
tistical Methods in Weather and 
Climate Prediction, sponsored by the 
American Meteorological Society, 
and organized by the AMS Com-
mittee on Probability and Statistics, 
will be held on 10 January 2013, as 
part of the 93rd AMS Annual Meet-
ing in Austin, Texas. Preliminary 

programs, registration, hotel, and 
general information will be posted 
on the AMS website (www.ametsoc
.org/meet/annual/) in late-September 
2012. 

The theme for the 2013 AMS 
Annual Meeting is “Taking Predic-
tions to the Next Level: Expanding 
Beyond Today’s Weather and Climate 
Forecasts and Projections.” Over the 
past 60 years the meteorological com-
munity has made tremendous strides 
in making prediction a fundamental 
part of its scientific and operational/
service heritage through the develop-
ment and application of complex nu-
merical models involving the atmo-
sphere, ocean, land, and cryosphere 
components of the Earth System. This 
theme will serve as a catalyst for the 
2013 AMS Annual Meeting by focus-
ing the attention of the research and 
operational communities, including 
those who are involved in accelerat-
ing the transition of research results 
into operations. Furthermore, the 
increasing use of predictions by deci-
sion makers throughout federal, state, 
and local emergency management 
government agencies and by private/
commercial sectors will serve as an 
important component for this annual 
meeting along with the extension of 
predictive capabilities into a broader 
domain, including public health, 
food security, air and water quality, 
alternative energy, and responses to 
climate trends.

 Following this theme, this sympo-
sium is soliciting papers on the role of 
statistical and probabilistic methods 
in the prediction systems for weather, 
climate, and user variables (e.g., 
hydrologic prediction). In addition 
to papers focused on methodologies 
and advances in capabilities, some 
talks on user “best practices” are also 
solicited. A number of invited talks 
will provide overviews of the state-of-
the-art of research and best practices 
and some specific discussions will 

focus on advances in these areas. A 
poster session will be included to 
allow greater participation in the 
symposium. The symposium is also 
planning to convene joint sessions 
with the Hydrology, Climate Vari-
ability and Change, Artificial Intel-
ligence, and Planned and Inadvertent 
Weather Modification Committees, 
so presentations that concern the 
crossover of statistical and probabi-
listic methods with these topic areas 
are also invited.

Please submit your abstract elec-
tronically via the web by 1 August 
2012 (refer to the AMS web page 
at www.ametsoc.org/meet/online_
submit.html). An abstract fee of $95 
(payable by credit card or purchase 
order) is charged at the time of sub-
mission (refundable only if abstract 
is not accepted). 

The abstract fee includes the sub-
mission of your abstract, the posting 
of your extended abstract, and the 
uploading and recording of your 
presentation, which will be archived 
on the AMS website.

Authors of accepted presenta-
tions will be notified via e-mail by 
late-September 2012. All extended 
abstracts are to be submitted elec-
tronically and will be available online. 
Instructions for formatting extended 
abstracts will be posted on the AMS 
website. Authors have the option to 
submit manuscripts (up to 10 MB) 
electronically by 6 February 2013. 
All abstracts, extended abstracts, and 
presentations will be available on the 
AMS website at no cost.

For additional information please 
contact the program chairpersons, 
Barbara Brown (e-mail: bgb@ucar
.edu), Dan Collins (e-mail: dan
.collins@noaa.gov), Bob Glahn (e-
mail: harry.glahn@noaa.gov), and 
Scott Sellars (e-mail: scott.sellars@
uci.edu). (5/12)
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The Council of the American Meteorological Society invites members of the AMS to submit nominations for the Society 
Awards, Lecturers, Named Symposia, Fellows, Honorary members, and nominees for elective Officers and Councilors of 
the Society.

Information regarding awards, including award descriptions, listings of previous recipients, and the process for submitting 
nominations are on the AMS website www.ametsoc.org/awards.

Note: Deadlines differ and some nominations must be submitted on a specific form vs. electronic submission which is 
available on the AMS website or by request from Headquarters.

2013 AwArds Committees

Each committee or commission listed below has the responsibility to select and submit to the Council the names 
of individuals nominated for the Society’s awards listed. The name(s) of individual(s) nominated, a two-page 
cv, a bibliography of no more than three pages, and three supporting letters should be electronically submitted 
before 1 May 2013 for the awards that follow, unless stated otherwise. The nominees for awards remain on the 
committee’s active list for three years.

AtmospheriC reseArCh AwArds Committee
The Carl-Gustaf Rossby Research Medal
The Jule G. Charney Award
The Verner E. Suomi Award*
The Remote Sensing Prize (biennial)
The Clarence Leroy Meisinger Award
The Henry G. Houghton Award

oCeAnogrAphiC reseArCh AwArds Committee
The Sverdrup Gold Medal
The Henry Stommel Research Award
The Verner E. Suomi Award*
The Nicholas P. Fofonoff Award

AwArds oversight Committee
The Charles Franklin Brooks Award for Outstanding Services to 

the Society
The Cleveland Abbe Award for Distinguished Service to the 

Atmospheric Sciences by an Individual
The Joanne Simpson Mentorship Award
The Award for Outstanding Services to Meteorology by a Corporation
Special Awards

eduCAtion And humAn resourCes Commission
The Louis J. Battan Author’s Award (Adult and K–12)
The Charles E. Anderson Award
The Teaching Excellence Award
Distinguished Science Journalism in the Atmospheric and Related 

Sciences

proFessionAL AFFAirs Commission 
Outstanding Contribution to the Advance of Applied Meteorology
Award for Broadcast Meteorology
Award for Excellence in Science Reporting by a Broadcast 

Meteorologist
The Henry T. Harrison Award for Outstanding Contributions by a 

Consulting Meteorologist

weAther And CLimAte enterprise Commission
The Kenneth C. Spengler Award

LoCAL ChApter AFFAirs Committee
Local Chapter of the Year Award  
(nomination form available online at www.ametsoc.org 
/amschaps/index.html.)

* Recommended by the Atmospheric Research Awards Commit-
tee in even-numbered years and by the Oceanographic Research 
Awards Committee in odd-numbered years.

http://www.ametsoc.org/awards
http://www.ametsoc.org/amschaps/index.html
http://www.ametsoc.org/amschaps/index.html
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2012 AwArds Committees

2013 FeLLows Committee
The Committee’s function is to submit to the Coun-
cil the names of individuals for election to Fellow.

Article III, Section 6, of the AMS Constitution 
provides that those eligible for election to Fellow 
shall have made outstanding contributions to the 
atmospheric or related oceanic or hydrologic sciences 
or their applications during a substantial period of 
years. The nominees for Fellow must be a member of 
the Society and remain on the committee’s active list 
for three years.

A nomination letter and three supporting letters 
should be electronically submitted before 1 May 
2013. A list of Fellows and the process for submitting 
nominations are on the AMS website (www.ametsoc
.org/awards).

2013 nominAting Committee
The Committee’s function is to submit to the 
Council the names of individuals for 1) the office 
of President-Elect for a term of one-year starting 
at the close of the 94th Annual Meeting (January 
2014) and 2) four positions on the Council for a term 
of three-years starting at the close of the Annual 
Meeting. Nominations must be submitted prior to 
1 April 2013 to the Nominating Committee.

honorArY memBers
Article III, Section 5, of the AMS Constitution 
provides that Honorary Members shall be persons 
of acknowledged preeminence in the atmospheric 
or related oceanic or hydrologic sciences, either 
through their own contributions to the sciences 
or their application or through furtherance of the 
advance of those sciences in some other way. They 
shall be exempt from all dues and assessments.  
The nominees for Honorary member remain on an 
active list for three years.

Deadline: 1 June 2012; a form and list of Honorary 
Members is available at www.ametsoc.org/awards.

sCientiFiC And teChnoLogiCAL ACtivities 
Commission
The Charles L. Mitchell Award
The Award for Exceptional Specific Prediction
The Francis W. Reichelderfer Award
The Helmut E. Landsberg Award
The Award for Outstanding Achievement in Biometeorology

•	 lecturers (Deadline: 1 October 2012)
Robert E. Horton Lecturer in Hydrology
Bernhard Haurwitz Memorial Lecturer
Walter Orr Roberts Lecturer

•	 student papers

Robert Leviton 
Banner I. Miller
Max A. Eaton Prize
Spiros G. Geotis Prize
Peter V. Hobbs Student Prize

•	 named symposia 
Section E, of the Policy, Guidelines, and Procedures 
for Awards and Lectureships provides the Policy on 
Named Conferences/Symposia and Special Issues of 
AMS Journals (full policy description available at www 
.ametsoc.org/awards):

Recognition of scientists in the fields served 
by the AMS, living or deceased, in the form 
of a named conference or symposium or a 
named special issue of one of the Society’s 
journals is an honor reserved for only the 
most outstanding of our colleagues. It 
should be awarded only to those individuals 
who are completing a career, or who have 
recently died having completed a career, of 
significant achievements in their field and 
whose contributions would make them wor-
thy of consideration for Honorary Member 
of the AMS… 

http://www.ametsoc.org/awards
http://www.ametsoc.org/awards
http://www.ametsoc.org/awards
http://www.ametsoc.org/awards
http://www.ametsoc.org/awards
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Membership in the American Meteorological Society does not imply AMS endorsement of an organization’s products or services.

SuStaining MeMberS
Ball Aerospace & Technologies Corporation
Harris Corporation            
ITT Exelis
Lockheed Martin Corporation
Northrop Grumman Corporation
The Boeing Company
University Corporation for Atmospheric Research
Vaisala, Inc.

reguLar MeMberS
3TIER Environmental Forecast Group, Inc.
AccuWeather, Inc.
ADNET Systems, Inc.
Aerospace & Marine International Corporation
AirDat LLC
All Weather, Inc.
Atmospheric and Environmental Research, Inc.
Atmospheric Technology Services Company, LLC
AWS Truepower, LLC
Baron Services, Inc.
Belfort Instrument Company    
Botswana Meteorological Services
Bristol Industrial & Research Associates Ltd (BIRAL)
Campbell Scientific, Inc.     
Climatronics Corporation
CLS America, Inc.
Coastal Environmental Systems
Computer Sciences Corporation
CSIRO Marine and Atmospheric Research
Davis Instruments Corporation
DeTect, Inc.
EKO Instruments Company, Ltd.
Enterprise Electronics Corporation
Environmental Systems Research, Inc.
EWR Weather Radar Systems
Florida State University, Department of EOAS
Geophysical Institute/International Arctic Research Center
Global Hydrology and Climate Center
I. M. Systems Group
IPS MeteoStar
Jenoptik I Defense & Civil Systems
Johns Hopkins University, Applied Physics Laboratory
Kipp & Zonen USA Inc.
Met One Instruments, Inc.     
Meteorological Technology International
MeteoSwiss

Murray & Trettel, Inc.        
National Centre for Medium Range Weather Forecasting
Naval Meteorology and Oceanography Command
Noblis, Inc.
Orbital Sciences Corporation
Pelmorex Media Inc.
R. M. Young Company
Radiometrics Corporation
Raytheon Company
Riverside Technology, inc.
Royal Netherlands Meteorological Institute
Scintec AG
SeaSpace Corporation          
SGT, Inc.
SigmaSpace Corporation
Sonalysts, Inc.
SpectraSensors, Inc.
Sutron Corporation
Telvent DTN
The Climate Corporation
The Weather Channel           
U.S Department of Energy, Office of Science
Unisys Corporation
University of Alabama in Huntsville,Earth System Science Ctr
University of Wisconsin - Madison, SSEC
Weather Central, LP
Weather Decision Technologies
Weather Modification, Inc.
Weather Services International, Inc.
WindLogics, Inc.
Wyle

SMaLL buSineSS MeMberS
Atmospheric Systems Corporation
Climadata Corporation
Geonor, Inc.
National Council of Industrial Meteorologists
National Weather Service Employees Organization
Remtech, Inc.
Sky Power International, LLC
The Beautiful Weather Corporation
www.WeatherVideoHD.TV
Yankee Environment Systems, Inc.

PubLicationS MeMberS
Abdus Salam International Centre for Theoretical Physics
Air Force Weather Agency

For questions relating to corporation and institutional membership, please contact Gary Rasmussen at AMS Headquarters—telephone: 
617-227-2426, x3981; fax: 617-742-8718; e-mail: grasmussen@ametsoc.org; or write to American Meteorological Society, Attn: Dr. R. Gary 
Rasmussen, 45 Beacon St., Boston, MA 02108-3693.

mailto:grasmussen@ametsoc.org
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Bureau of Meteorology
Civil Aeronautics Administration, MOTC
Colorado State University Libraries
Columbia University, Lahmont-Doherty Geological 

Observatory
Creighton University Reinert/Alumni Memorial Library
Dartmouth College Baker Library
Desert Research Institute
Deutscher Wetterdienst
Embry Riddle Aeronautical University
Environment Canada Library, Downsview
EUMETSAT Library
Finnish Meteorological Institute
Florida International University Library
Harvard University, Gordon McKay and Blue Hill Libraries
Hong Kong Observatory Library
Indian Institute of Tropical Meteorology
Indiana University Library    
Institute of Global Environment and Society Library
Irish Meteorological Service  
Japan Weather Association
Los Alamos National Laboratory
Lyndon State College, Samuel Read Hall Library
Maryland Department of the Environment
MBL/WHOI Library
Meteo-France
Meteorological Service of New Zealand Ltd.
Meteorologisk institutt
Millersville University, Department of Earth Sciences
MIT, Lincoln Laboratory
National Weather Center Library
Naval Postgraduate School, Dudley Knox Library
New York University
Niedersachsische Staats
NIWA Wellington Library
NOAA AOML Library
NOAA Central Library
NOAA – GLERL Library
NOAA National Climatic Data Center

NOAA Seattle Library
North Carolina State University Libraries
Pennsylvania State University, Paterno Library
Purdue University Libraries
Republic of Korea Air Force, Headquarters
South African Weather Service
St. Louis University, Dept. of Earth & Atmospheric Sciences
Swedish Meteorological & Hydrological Institute
U.K. National Meteorological Library
U.S Air Force, 335 TRS/UOAA
U.S. Army Corps of Engineers, Library - ERDC
U.S. Department of Commerce, Boulder Labs Library
U.S. EPA Main Library
U.S. Naval Maritime Forecast Center
Universitatsbibliothek Innsbruck
Universitatsbibliothek Trier
Universite de Versailles
University of Colorado Libraries
University of Copenhagen, Niels Bohr Institute Library
University of Delaware Library
University of Frankfurt Library
University of Hawaii at Manoa, Library
University of Maryland, McKeldin Library
University of Melbourne, Baillieu Library
University of New South Wales Library
University of North Carolina, Ramsey Library
University of North Dakota, Chester Fritz Library
University of Northern Colorado, Michener Library
University of Oklahoma, School of Meteorology
University of Quebec at Montreal
University of Rhode Island, Pell Marine Science Library
University of Washington Libraries
WeatherPredict Consulting Inc.
Weizmann Institute of Science
Yale University, Geology Library
Zentralanstalt fur Meteorologie und Geodynamik

Color indicates new or reinstated member
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FeLLoWSHiPS
AMS 21st Century Campaign
ITT*
Lockheed Martin Corporation*
NASA’s Earth Science Enterprise 
NOAA’s National Weather Service
NOAA’s Climate Program Office
SAIC, Earth Sciences Operation

FreSHMan anD unDergraDuate ScHoLarSHiPS
Baron Radar Services
Baron Advanced Meteorological Systems
CLS America, Inc.
Earth Networks
Harris Corporation
Lockheed Martin MS2
NOAA’s Office of the Federal Coordinator for Meteorology
Raytheon Information Services
Riverside Technologies, inc.
R. M. Young Company
Science and Technology Corporation
Vaisala, Inc.
Jerome Namias Memorial Endowed Scholarship
Edgar J. Saltsman Endowed Scholarship
Bernard Vonnegut and Vincent Schaefer Endowed Scholarship
Percival D. Wark and Clara B. (Mackey) Wark Endowed 

Scholarship

MinoritY ScHoLarSHiPS
AMS 21st Century Campaign
Baron Services
Earth Resources Technology, Inc.

Senior ScHoLarSHiPS
AMS 75th Anniversary Endowed Scholarship
Bhanwar Lal Bahethi Scholarship
Om and Saraswati Bahethi Scholarship
Saraswati (Sara) Bahethi Scholarship
Werner A. Baum Undergraduate Endowed Scholarship
Loren W. Crow Memorial Scholarship 
Karen Hauschild Friday Endowed Scholarship
Bob Glahn Endowed Scholarship in Statistical Meteorology
Dr. Pedro Grau Undergraduate Scholarship
Richard and Helen Hagemeyer Scholarship
John R. Hope Endowed Scholarship in Atmospheric Sciences
David S. Johnson Endowed Scholarship
Larry R. Johnson Scholarship
Dr. Yoram Kaufman Scholarship
Carl W. Kreitzberg Endowed Scholarship
Max Mayfield Scholarship in Weather Forecasting
Ethan and Allan Murphy Endowed Memorial Scholarship
K. Vic Ooyama Endowed Scholarship
Howard T. Orville Endowed Scholarship in Meteorology
Guillermo Salazar Rodriguez Undergraduate Scholarship
Mark J. Schroeder Endowed Scholarship in Meteorology

*Corporate Patron

This important professional and personal networking tool allows you to make contact 
with thousands of colleagues. The directory, which is searchable by last name, lists 
mailing addresses, telephone numbers, and electronic addresses of our members. It’s 
easier than ever before to keep in touch.  

The membership directory is password protected so that only our individual members 
may gain access. Visit the directory site to create your personalized user profile. Start 
taking advantage of this invaluable member resource today!

The online membership directory is located on the “Members Page,” in the “Member-
ship” section of the AMS Web site: www.ametsoc.org.

AmericAn meteorologicAl Society

Online MeMbership DirectOry

http://www.ametsoc.org


Certified Consulting Meteorologist: The certification program of the American Meteorological Society is aimed at fostering the establishment and maintenance of a 
high level of professional competency, and mature and ethical counsel, in the field of consulting meteorology. Requirements of knowledge, experience, and character are 
determined by a five-person board. Objectives of the program and application procedures are described in full detail in the August 2001 Bulletin (pp. 1689–1694).
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SIMPSON WEATHER ASSOCIATES, INC.
M. GARSTANG, Ph.D. R.H. SIMPSON, Ph.D. (retired)
G. D. EMMITT, Ph.D. 

Certified Consulting Meteorologists
Environmental Risk Assessment • Air Quality Modeling/Monitoring  
• Instrumentation Development/Deployment  
• Lidar simulation/application 

809 E. Jefferson St. 434-979-3571
Charlottesville, VA 22902 FAX: 434-979-5599

APPLIED METEOROLOGY, INC.
JOHN  W. HATHORN

Certified Consulting Meteorologist
Meteorological Consulting & Analysis • Air Quality Modeling & 
Monitoring • Site Selection & Permitting • Environmental Data 
Acquisition Systems & Network with Remote-Control

9110 Weymouth Dr. 713-995-5004
Houston, TX 77031-3034 E-mail: hathorn.ami@gmail.com

TRC ENVIRONMENTAL CORP. 
GALE F. HOFFNAGLE DAVID FOX
DOUGLAS R. MURRAY ELIZABETH STANKO
PIETRO A. CATIZONE 

Certified Consulting Meteorologists
Environmental Consulting & Research • Applied Meteorology • Air 
Quality and Meteorological Monitoring • Diffusion Modeling • Tracer 
Studies • Air Toxics Monitoring • Expert Testimony 

1-800-TRC-5601 
Offices in major industrial centers throughout the United States

MURRAY AND TRETTEL, 
INCORPORATED
THOMAS R. PIAZZA 

Certified Consulting Meteorologist
Operational Forecasting • Media • Air Quality/Meteorological/PSD 
Monitoring/Wind Assessment/Studies • Forensic Research 
• Dispersion Modeling • Nuclear Emergency Support

600 First Bank Drive, Suite A 847-934-8230
Palatine, IL 60067 FAX: 847-963-0199

E-mail: Thomas.Piazza@WeatherCommand.com

NORTH AMERICAN WEATHER
CONSULTANTS
DON A. GRIFFITH, PRESIDENT

Certified Consulting Meteorologist
Weather Modification • Air Quality Surveys & Field Studies • Applied 
Research • Forensic Meteorology

8180 South Highland Dr., Suite B-2 801-942-9005
Sandy, UT 84093 FAX 801-942-9007

E-mail: nawc@nawcinc.com

WEATHER RESEARCH CENTER
JOHN C. FREEMAN WEATHER MUSEUM
JILL F. HASLING, DIRECTOR

Certified Consulting Meteorologist
Worldwide Weather & Oceanographic Forecasting • Climatology 
• Training • Expert Testimony • Research in Meteorology & 
Oceanography • Wave Spectra • Software Development • The WRC 
Weather Museum

5104 Caroline St. Phone: 713-529-3076
Houston, TX 77004 Fax: 713-528-3538
Website: www.wxresearch.com E-mail: WRC@wxresearch.org

McVEHIL-MONNETT ASSOCIATES, INC.
GEORGE E. McVEHIL, Ph.D.
KENDALL C. NECKER

Certified Consulting Meteorologists
Air Quality Analysis and Monitoring • Permitting • Dispersion 
Modeling • Air Toxics • Meteorological Analysis • Industrial 
Meteorology • Litigation Support • Expert Testimony

44 Inverness Drive East 303-790-1332
Building C FAX 303-790-7820
Englewood, CO 80112 www.mcvehil-monnett.com

CLIMATOLOGICAL CONSULTING
CORPORATION
LEE E. BRANSCOME, Ph.D., President
DOUGLAS A. STEWART, Ph.D.

Certified Consulting Meteorologists
Forensic Meteorology • Weather Risk Analysis  
• Climate Studies • Computer Modeling of the Atmosphere
7338 155th Place North 561-744-4889
Palm Beach Gardens, FL 33418 FAX: 561-744-5098
www.ccc-weather.com lbranscome@ccc-weather.com

AEROCOMP
JOSEPH A. CATALANO

Certified Consulting Meteorologist
Expert Testimony • Climatological Analysis • Industrial Meteorology 
& Air Impact • Atmospheric Modeling • Wind & Ice Loading • Data 
Management Software & Services

 714-964-3672
P.O. Box 26109 FAX: 714-964-1357
Santa Ana, CA 92799-6109 E-mail: ccm299@aerocomp.com

FREESE-NOTIS WEATHER, INC.
HARVEY FREESE, M.S. CHARLES NOTIS, M.S.

Certified Consulting Meteorologists
Worldwide Forecasts for: Agricultural & Energy Commodities 
• Construction • Media • Highway Departments • Forensic 
Meteorology • Internet Service Provider • Weather Products through 
Internet

Phone: 515-282-9310
2411 Grand Ave. Fax: 515-282-6832
Des Moines, IA 50312 E-mail: hfreese@weather.net

Internet:  www.weather.net/fn/ams

www.weather.net/


For professional card rates, please apply to: 
Executive Director, American Meteorological Society, 45 Beacon St., Boston, MA 02108-3693
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AIR WEATHER & SEA CONDITIONS, INC.
JAY ROSENTHAL, PRESIDENT 

Certified Consulting Meteorologist
Expert testimony and data analysis for legal and insurance matters  
• Accident weather reconstruction • Satellite Interpretation • Air 
Pollution Transport • Excellent Client References • Emergency 
Response

P. O. Box 512 Phone: 818-645-8632
Pacific Palisades, CA 90272  310-454-7549

FAX: 310-454-7569
Website: www.weatherman.org E-mail: AirWeather@aol.com

ANTHONY (ANDY) JOHNSON

Certified Consulting Meteorologist
Expert Testimony • Weather Investigations for Legal and Insurance 
Firms • Forensic Meteorology • Consultant since 1979

 Phone: 813-310-3865
3912 West Dale Ave. Alt: 813-878-2929
Tampa, FL 33609 FAX: 813-878-2939

E-mail: AJohnsonWX@gmail.com

METEOROLOGICAL SOLUTIONS INC.
GEORGE W. WILKERSON
DAN A. RISCH

Certified Consulting Meteorologists
Air Quality Modeling & Development • Permitting • Ambient 
Monitoring • Calibrations & Audits • Hydrometeorological Studies • 
Forecasting • Custom Software • Applied Meteorology • AERMOD & 
CALPUFF Modeling • Field Studies

4525 Wasatch Blvd., Suite 200 801-272-3000
Salt Lake City, UT 84124 801-272-3040
Website: www.metsolution.com info@metsolution.com

TRINITY CONSULTANTS
GEORGE J. SCHEWE, PRINCIPAL CONSULTANT
ANTHONY J. SCHROEDER, MANAGING CONSULTANT

Certified Consulting Meteorologists
Air Quality Consulting • Regulatory Modeling • Meteorology/Climatology 
• Dispersion Modeling Courses Worldwide • BREEZE® Dispersion 
Modeling Software • Litigation Support

Covington, KY 859-341-8100 gschewe@trinityconsultants.com
Indianapolis, IN 317-610-3237 tschroeder@trinityconsultants.com

www.trinityconsultants.com
Offices Nationwide 800-229-6655

www.weathervideohd.tv 
An educational service of SKY FIRE PROdUCtIONS, INC.
WALTER A. LYONS, Ph.D., PRESIDENT

Certified Consulting Meteorologist
Online royalty-free licensing of weather videos and images for media 
& education • Earn by licensing your videos and stills through our 
web site • Educational DVD Sales

45050 Weld County Road 13 walt.lyons@WeatherVideoHD.TV
Fort Collins, CO 80524 www.WeatherVideoHD.TV
Phone: 970-897-2690 www.Sky-Fire.TV

EDWARD E. HINDMAN (Ward), Ph.D.

Certified Consulting Meteorologist
Specializing in Meteorological Analyses, Education, and Expert 
Testimony

180 Cabrini Blvd., #74 201-406-2184
NY, NY 10033-1148 HindmanEE@aol.com

ACCU WEATHER, INC.
ELLIOT ABRAMS, SENIOR VICE PRESIDENT
STEPHAN M. WISTAR, SENIOR METEOROLOGIST

Certified Consulting Meteorologists
Meteorological Consultants Serving Industry, Government and the 
Media • Forensic Services • Forecast Services • Expert Testimony  
• Complete Database • Applied Information Technologies

385 Science Park Road 814-235-8626
State College, PA 16803 Fax: 814-235-8769
www.AccuWeather.com E-mail: forensics@accuweather.com

Empowering You To Be The Best™

ACCUWEATHER ENTERPRISE 
SOLUTIONS, INC.
MICHAEL R. SMITH, SENIOR VICE PRESIDENT AND  
  CHIEF INNOVATION EXECUTIVE
STEPHEN P. PRYOR, EXPERT SENIOR FORENSIC METEOROLOGIST

Certified Consulting Meteorologists
• Premier Meteorological Consultants Serving All Industries
• Forensic Services • Forecast Services • Expert Testimony 
• Exclusive Technology • Extensive Database • Comprehensive Studies

100 North Broadway, Suite 750 Phone: 316-266-8000
Wichita, KS 67202 Fax: 316-366-4934
www.weatherdata.com sales@weatherdata.com

METEOROLOGICAL EVALUATION  
SERVICES, CO. INC. (MES)
PATRICK T. BRENNAN, PRESIDENT

Certified Consulting Meteorologist
Air-Quality Consulting • Expert Testimony • Industrial Meteorology 
• Nuclear Licensing Studies • Weather Investigations for Legal and 
Insurance Firms

165 Broadway 631-691-3395
Amityville, NY 11701 E-mail: info@mesamity.com

HOW THE WEATHERWORKS
H. MICHAEL MOGIL, PRESIDENT

Certified Consulting Meteorologist
Specializing in forensic meteorology, expert testimony, and data 
analysis for legal and insurance matters; also educational design and 
weather-based training and educational courses, science writing and 
weather photography.

7765 Preserve Lane - Suite #5 
Naples, FL 34119 Phone: 239-591-2468
www.weatherworks.com Cell: 240-426-2900 
hmmogil@weatherworks.com Fax: 202-742-2806 
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CARL LARRY PEABODY

Certified Consulting Meteorologist
Expert Testimony; Forensic Meteorology; Climatological Studies; 
Meteorological and Oceanographic Analysis; Legal and Insurance 
Weather Investigation; Outdoor Events Weather Observations and 
Forecasts; Freelance Writing—Magazine Weather Articles
  
11611 Caprock 210-558-3906; fax: 210-558-6166
San Antonio, TX 78230-2102 e-mail: lpeabody@satx.rr.com

MAYACAMAS WEATHER CONSULTANTS
JOHN P. MONTEVERDI, Ph.D., DIRECTOR

Certified Consulting Meteorologist
Forensic Meteorology • Climate Studies • Litigation Support • Expert 
Testimony • Operational Forecasts and Nowcasts

4425 View Street 415-882-9898
Oakland, CA 94611 Fax: 510-653-4320

E-mail: montever@comcast.net
Website: www.mayacamaswx.com

WEATHER DECISION TECHNOLOGIES, INC.
RICHARD L. CARPENTER, JR., Ph.D.
J. WILLIAM CONWAY
E. DeWAYNE MITCHELL

Certified Consulting Meteorologists
Radar Meteorology • Severe Weather Nowcasting and Analysis • 
Mesoscale and Microscale Numerical Modeling • Aviation Weather • 
Forensic Meteorology • Expert Testimony

201 David L. Boren Blvd., Ste. 270 www.wdtinc.com
Norman, OK 73072 www.hailtrax.com
405-579-7675 info@wdtinc.com

ERM
DAVID H. MINOTT 

Certified Consulting Meteorologist
Air Dispersion Modeling • Air Toxics • Risk Assessment 
• Environmental Permitting and Consulting • Global Warming

Offices Throughout the U.S. and Worldwide
617-646-7802 david.minott@erm.com www.erm.com

CLIMATE PHYSICS, LLC
EDWIN X BERRY, Ph.D.

Certified Consulting Meteorologist

In a world of climate delusions
We bring you valid conclusions

439 Grand Ave., #147 406-471-1464
Bigfork, MT 59911 ed@climatephysics.com

AECOM 
DAVE HEINOLD BOB PAINE
ROBERT IWANCHUK BILL GROOT

Certified Consulting Meteorologists
Air Quality Modeling • Air Pollution Studies • Ambient Measurements 
• Air Permitting/Compliance • Clean Air Act Regulatory Analysis  
• Dispersion Analysis • Expert Testimony • Risk Assessment • Risk 
Management and Process Safety • Toxic and Flammable Hazards 
Assessment • Wind Energy Analysis • Weather and Air Quality 
Forecasting

250 Apollo Drive 
Chelmsford, MA 01824 (978) 905–2100

AECOM 
HOWARD BALENTINE 

Certified Consulting Meteorologists
Air Quality Modeling • Air Pollution and Meteorological Studies  
• Air Toxic Risk Assessment • Clean Air Act Regulatory Analysis  
• Climate Change Analyses • Emission Inventory Development  
• Expert Testimony • Greenhouse Gas Footprint • Risk Management 
and Process Safety • Toxic and Flammable Hazards Assessment  
• Weather and Air Quality Forecasting

1220 Avenida Acaso 
Camarillo, CA 93012 (805) 388–3775

AECOM 
PATRICK MCKEAN VINCE SCHEETZ
PETER P. MILLER II JASON REED

Certified Consulting Meteorologists
Ambient Air Quality/Meteorology Monitoring • Air Pollution Dispersion 
Modeling • Air Pollution Studies • Air Toxics Health Risk Assessment 
• Computer Programming • Data Analysis • Environment Impact 
and Site Surveys • Expert Testimony • Regulatory Guidance and 
Emission Inventories • Visibility Studies • Weather and Air Quality 
Forecasting

1601 Prospect Parkway 
Fort Collins, CO 80525 (970) 493–8878

OFFSHORE WEATHER SERVICES PTY LTD
PETER WELLBY

Certified Consulting Meteorologist
Marine, Aviation and Tropical Cyclone forecasting for the offshore and 
alternative energy industries • Ensemble wind and wave forecasts  
• Mesoscale wave modelling • Meteorological Consultants • Regional 
Meteorological/Oceanographic Studies • On site weather forecasters 
for critical operations • 25 years experience in the offshore industry

277 Blackburn Road Tel: +61 3 98878613
Mount Waverley e-mail: ows@offshoreweather.com.au
Victoria 3149 Australia www.offshoreweather.com.au
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FOX WEATHER
ALAN FOX, DIRECTOR

Satellite Analyses • Remote Sensing Studies • Site Forecasts • 
Extended Outlooks • Quantitative Precipitation Forecasts, Product 
Delivery via Internet and E-mail

726 13th Street, Suite A 805-985-8743
Fortuna, CA 95540 Fax: 707-725-9380

www.foxweather.com

GEOMET TECHNOLOGIES, INC.
MARK J. STUNDER

Environmental Expert Systems, Artificial Intelligence • Air Pollution 
Analysis, Modeling & Monitoring • Weather Risk Management, 
Climatological Studies • Research and Operations

20251 Century Blvd. 
Germantown, MD 20874 301-428-9898

ACCU WEATHER, INC.
JOEL N. MYERS, Ph.D., FOUNDER and PRESIDENT
BARRY LEE MYERS, J.D., CHIEF EXECUTIVE OFFICER
JOSEPH P. SOBEL, Ph.D., SENIOR VICE PRESIDENT

Accurate, Custom Weather Forecasts and Warnings • Media Content • 
Climatological, Forensic and Consulting Services • Complete Weather 
Systems and Solutions • Over 45 Years of Quality Service

385 Science Park Road Phone: 814-237-0309
State College, PA 16803 Fax: 814-235-8509
www.AccuWeather.com E-mail: info@AccuWeather.com

Empowering You To Be The Best™

THE FLEETWEATHER GROUP
43 Years of Meteorological Consulting - Since 1969
TORE JAKOBSEN, PRESIDENT

FleetWeather Ocean Services • CompuWeather • FleetWeather Forecasting
• Professional Weather Services for the Commercial Shipping Industry
• Past Weather/Forensic Consulting for the Insurance and Legal Industries  
• Forecasting Services for Land-Based Weather Sensitive Clients

2566 Route 52
Hopewell Junction, NY 12533 Phone: +1.845.226.8300
fleetweathergroup.com info@fleetweather.com

CONNECTICUT WEATHER CENTER, INC.
WILLIAM JACQUEMIN, CHIEF METEOROLOGIST, PRESIDENT

PROFESSIONAL SERVICES: Weather Forecasting for Media, 
Utilities, Industry, Ski Areas, Government, Educational Svcs, and 
Insurance/Lawyer Reports

18 Woodside Avenue Phone: 203-730-CTWX (2899)
Danbury, CT 06810-7123 Fax: 203-730-CTFX (2839)
Web site: www.ctweather.com E-mail: weatherlab@ctweather.com 

R. M. YOUNG COMPANY

Meteorological Instruments since 1964

Sensors to Measure: Wind Speed •Wind Direction • Peak Gusts • 
Temperature • Pressure • Relative Humidity • Precipitation

2801 Aero-Park Drive 231-946-3980
Traverse City, Michigan 49686 Fax: 231-946-4772

www.youngusa.com

SCIENCE ENGINEERING ASSOCIATES, INC.
LYLE E. LILIE, PRESIDENT

114 C Mansfield Hollow Rd. 
P. O. Box 605 Phone: 860-450-1717
Mansfield Center, CT 06250-0605 Fax: 860-450-1707
E-mail: LyleL@scieng.com Web site: www.scieng.com

WEATHER CENTRAL INC.

Weather Central empowers broadcasters to attract and connect with 
viewers through highly local forecasts and severe weather coverage. 
Our solutions advance the business objectives of the broadcast, 
online, and print industries. Our clients dominate their markets with 
the best technology available.

401 Charmany Drive, Suite 200 Phone: 608-274-5789
Madison, WI 53719 Fax: 608-278-2746
URL: www.weathercentral.tv E-mail: sales@weathercentral.tv

Win in Weather . . . Lead in News™

A. H. GLENN AND ASSOCIATES 
SERVICES
CLAUDE V. PALLISTER III

Consultants in Meteorology and Oceanography since 1946 

 
P. O. Box 7416 Phone: 504-241-2222
Metairie, LA 70010-7416 E-mail: ahglenn@earthlink.net

D J GILE, INC.

METEOROLOGICAL & AIR QUALITY CONSULTING
Meteorological & Air Quality Monitoring • Turnkey Program 
Development • Worldwide Services • Environmental Auditing • 
Quality Assurance Program Development • Customized Data 
Acquisition & Software Programming • Data Management & 
Reporting

P. O. Box 706 Phone: 207-967-5286
Kennebunkport, ME 04046 Fax: 207-967-4107
Internet: www.djgile.com E-mail: solutions@djgile.com
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Executive Director, American Meteorological Society, 45 Beacon St., Boston, MA 02108-3693
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ALTOSTRATUS, INC.
HAIDER TAHA, Ph.D., PRESIDENT

METEOROLOGICAL, PHOTOCHEMICAL, AND DISPERSION MODELING 
Regulatory modeling for ozone and particulates • New-generation, 
fine-resolution urban meteorological, emissions, and air-quality 
modeling • Aerometric data analysis, weather derivatives, and 
applied meteorology

940 Toulouse Way Ph: 925-228-1573
Martinez, CA 94553 Fax: 925-228-8473
URL: www.altostratus.com E-mail: haider@altostratus.com

ACCUWEATHER ENTERPRISE 
SOLUTIONS, INC.
MICHAEL R. SMITH, SENIOR VICE PRESIDENT AND  
  CHIEF INNOVATION EXECUTIVE
GUY PEARSON, DIRECTOR OF WEATHER WARNING SERVICES
DONALD COASH, EXECUTIVE DIRECTOR OF SALES

Customized, Actionable Warnings in Industry-Specific Language 
• Weather Risk Mitigation • Patented Warning and Notification 
Technologies • Weather and Forensics Studies

100 North Broadway, Suite 750 Phone: 316-266-8000
Wichita, KS 67202 Fax: 316-366-4934
www.weatherdata.com E-mail: sales@weatherdata.com

WILKENS WEATHER TECHNOLOGIES
MARK WALQUIST RYAN FULTON
RUDY RAMIREz MARSHALL WICKMAN
BRIAN PLANz AARON STUDWELL

Specialists in Offshore, Energy, and Industrial Forecasting Worldwide 
• Hindcast and Climatological Studies • Custom Weather Graphics 
and Information

2925 Briarpark, 7th Floor 713-430-7100
Houston, TX 77042-3715 (Toll Free) 800-503-5811

E-mail: wwt@wilkensweather.com
Web site: http://www.wilkensweather.com
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Order Online: www.ametsoc.org/amsbookstore or see the order form at the back of this issue

https://secure.ametsoc.org/AMSbOOKSTOre/viewProductInfo.cfm?productID=12
https://secure.ametsoc.org/AMSbOOKSTOre/viewProductInfo.cfm?productID=12
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The AMS Online Career Center may be accessed through the 
AMS Web site at www.ametsoc.org/careercenter/index.html. 
In addition to posting positions, advertisers may search and 
view job seekers’ résumés. 

Job Posting Rates:
$375 (30-day posting) 

$1593.75 (5 pack of jobs) Usable for 30-day job postings. Buy 
5 job posting credits at a 15% discounted rate. These credits 
may be used at anytime during the next 12 months. 

$3000 (10 pack of jobs) Usable for 30-day job postings. Buy 10 
job-posting credits at a 20% discounted rate. These credits 
may be used at anytime during the next 12 months.

$3375 (12 pack of jobs) Usable for 30-day job postings or a 
continual 12-month posting. Buy 12 job-posting credits at a 
25% discounted rate. These credits may be used at anytime 
during the next 12 months. 

Advertisers may upload a company logo free of charge.

Résumés: View complete resumes for free! If you find any 
candidates you are interested in, submit your interest to 
them. If the candidate is interested in your opportunity, we 
connect you for just $20.00. If the candidate is not interested, 
you pay nothing! 

ams CoRPoRation membeR DisCounts: Active AMS 
Corporation Members (small business, regular, or sustain-
ing) receive a 25% discount when posting a position. Contact 
Kelly G. Savoie (ksavoie@ametsoc.org) to receive a coupon 
code. To receive the discount, the code must be entered when 
you post a position. The discount code is non-transferable.

ams membeR benefit: AMS Members will be given 14-
days advance access to a job listing. A member-only symbol 
will appear next to the posting. After 14 days, the job posting 
is open to all. 

submission of aDs: Advertisers must create an online ac-
count and submit ad text through the AMS Career Center 
site. Ad text may be entered at any time. 

Payment infoRmation: Prepayment is required by credit 
card or valid purchase order.

ContaCt infoRmation: If you have questions, please 
contact Customer Service at 888-575-WORK (9675) (inside 
U.S.) or 860-440-0635 (outside U.S.). 

advertising policy
The AMS will accept tasteful and accurate advertisements for products and services of professional interest to AMS members from organiza-
tions that are actively involved in the atmospheric and related sciences. The AMS also accepts advertising from organizations that have an 
interest in the atmospheric and related sciences and services, but are not actively involved in them. These organizations may promote their 
contributions to AMS activities and other good works, but may not directly promote products or services. The AMS reserves the right  
to refuse advertising that does not meet these criteria. Acceptance of advertising does not constitute the Society’s endorsement 
of the product or service being advertised. 
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Glossary of Meteorology 630
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Weather on the Air: A History of Broadcast Meteorology 686

index to advertisers

mailto:ksavoie@ametsoc.org


Name:    ________________________________________________

Address:    ______________________________________________

City, State:  ______________________________     ZIP:  __________

Province:  ________________      Country:   _____________________
Total

Member 
Price*Qty.

(Please circle appropriate price)

Nonmember 
Price*

I am paying by:  Check/money order  Credit Card No. _______________________ Exp. date:_____

		 		 		  Visa  Mastercard  American Express

Name on Card: __________________________ Billing address: ___________________________

Signature: _____________________________ ______________________________________

  ______________________________________

for AMS PublicAtionS AdvertiSed in thiS iSSue
Order FOrm

SHIPPING

Member  (# ___________ )

Nonmember

760 may 2012|

* Shipping and handling: Please add $8 PER ORDER for delivery within the U.S. and $15 
PER ITEM for deliveries outside the U.S. There is no shipping and handling charge on 
DVDs or CD-ROMs for either U.S. or foreign orders. Shipping prices subject to change. TOTAL

Please send prepaid orders to: Order Department, American Meteorological Society, 45 Beacon St., Boston, MA 02108-3693

Please include an AMS membership 
application with my order.

The AMS Weather Book: The Ultimate Guide  

to America's Weather (p. 610) $25.00 $35.00

Deadly Season: Analysis of the 2011 Tornado Outbreaks (p. 590)  $20.00 $25.00

Economic and Societal Impacts of Tornadoes (p. 736)  $22.00 $30.00

The Forgiving Air (p. 668) $16.00 $22.00

  Student member price: $35.00

Glossary of Meteorology, Second Edition (p. 630) $60.00 $85.00

  Student member price: $35.00

Glossary of Meteorology, Second Edition (CD ROM; p. 630) $65.00 $95.00

Glossary of Weather and Climate (p. 651) Softcover: $21.00 $26.95 

  Hardcover: $34.95 $34.95

A Half Century of Progress in Meteorology: 

A Tribute to Richard Reed, MM No. 53 (p. 758) $60.00 $80.00 

Midlatitude Synoptic Meteorology (p. 629) $75.00 $100.00

  Student member price: $65.00

  Student member price: $75.00 

Radar and Atmospheric Science: A Collection of Essays  

in Honor of David Atlas (p. 747)  $80.00 $100.00

Severe Convective Storms, MM No. 50 (p. 734) $90.00 $110.00

Weather on the Air: A History of Broadcast Meteorology (p. 686) $25.00 $35.00 



Coastal Environmental Systems, Inc.

Aviation  
Weather Stations
Proven in any environmentany environmentany

•	 Certified	by	ICAO,	WMO,	FAA,	U.S.	Air	Force,		
NWS,	U.S.	Marines,	U.S.	Navy	(and	the		
only	Transport	Canada	certified	system)

•	 Over	1000	installations	worldwide
•	 Automated	METAR,	SPECI,	SYNOP,	AFTN	
and	other	interfaces

•	 Heliports,	offshore	platforms,	single/
multiple	runway	airports

•	 User	workstations	via	simple	Internet	
browser	or	web	services

(800) 488-8291
CoastalEnvironmental.com/bams

Lajes, Portugal

The South Pole

Fort Drum, NY
The Coast of Cambodia
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http://www.CoastalEnvironmental.com/bams
http://www.CoastalEnvironmental.com/bams
http://www.CoastalEnvironmental.com/bams


A NAME YOU CAN TRUST AT A PRICE YOU CAN AFFORD

www .be l for t i n s t r umen t . c om

Belfort’s years of experience in precipitation
measurement is behind the development of this
highly accurate state of the art all weather 
precipitation gauge. By combining a proven
mechanical design of no moving parts with the
latest in electronic sensor technology, the AEPG
series of sensors makes it possible to measure all

types of precipitation in all weather conditions
without human intervention and costly mainte-
nance. Using today’s technology and acutely 
accurate manufacturing techniques, Belfort is
able to offer this latest precipitation product at a
fraction of the cost of other technologies.
Contact Belfort today for more information.

Model
AEPG

600/1000

All
Environment
Precipitation
Gauge

http://www.belfortinstrument.com

